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Abstract—It is well known that if a stochastic service system
(such as a cellular network) is shared by users with different
characteristics (such as differing handoff rates or call holding
times), theoverall system performance can be improved by denial
of service requests even when the excess capacity exists. Such
selective denial of service based on system state is defined as call
admission. A recent paper suggested the use of genetic algorithms
(GA’s) to find near-optimal call admission policies for cellular
networks. In this paper, we define local call admission policies
that make admission decisions based on partial state information.
We search for the best local call admission policies for one-
dimensional (1-D) cellular networks using genetic algorithms and
show that the performance of the best local policies is comparable
to optima for small systems. We test our algorithm on larger
systems and show that the local policies found outperform the
maximum packing and best handoff reservation policies for the
systems we have considered. We find that the local policies
suggested by the Genetic Algorithm search in these cases are
double threshold policies. We then find the best double threshold
policies by exhaustive search for both 1-D and Manhattan model
cellular networks and show that they almost always outperform
the best trunk reservation policies for these systems.

Index Terms—Call admission, cellular systems, genetic algo-
rithms, Markov decision processes (MDP), reservation policies.

I. INTRODUCTION

A LLOCATING radio resources to users with minimum
blocking of new calls and dropping of handoffs has be-

come a vital issue in mobile communication system design. It
is known that dynamic channel allocation schemes can reduce
these blocking and dropping probabilities for a reasonable
range of loadings [1]–[3]. However, allocating channels to
every user whenever the sources are available may not be
the optimal strategy in terms of system performance. The
performance can be improved (or equivalently the blocking
probabilities can be further reduced) by imposing a state-based
call admission policy on a system where there are users with
differing service characteristics. The problem then becomes
one of finding the call admission policy that provides optimal
system performance.

The call admission problem has been studied extensively in
the context of multirate circuit switching in [4]–[8]. Call ad-
mission to a single cell has been considered in [9]. In all cases,
optimal policy search assumes an underlying Markov process
model and uses dynamic programming [Markov decision
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processes (MDP)] to find the optimal policy. Unfortunately,
issues such as state-space size often render MDP impractical.

In recent work [10], we used genetic algorithms (GA’s) to
find near-optimal call admission policies in cellular networks
to overcome the computational limits of the MDP approach.
In this paper, we extend the approach by considering call
admission with incomplete state information. Specifically, we
consider admission policies using onlylocal rather than global
channel occupancy information. The optimization problem
based on local state is no longer Markovian and the MDP
approach cannot be used directly.

Section II describes the network and the optimization prob-
lem. Section III defines local state-based policies and is
followed by Section IV, which considers the application of
GA to the local call admission problem. In Section V, we
first test the algorithm on a small system and compare the
performance to optima located using MDP. We then apply
GA to a larger system and compare our results to well-known
allocation techniques, such as maximum packing and handoff
reservation policies. We find that the GA-derived policies
suggest a particular structure (a double threshold policy),
and then we compare the best policies with this structure to
maximum packing and reservation for both one-dimensional
(1-D) and two-dimensional (2-D) (Manhattan model) cellular
networks. Section VI presents the conclusions of this paper.

II. PROBLEM DEFINITION

In this paper, we look into two types of cellular networks:
a 1-D ring-structured network with an even number of cells
and a 2-D Manhattan model cellular network. We consider a
system with two types of service requests, i.e., new call set up
request and handoff request. We assume a Markov model in
which the new call arrival process to every cell is modeled as
Poisson with rate . Call holding times are exponential with
average call completion rate. We also assume that calls in
progress are subject to handoff to either of the two (or four for
the 2-D system) neighboring cells, and the time a mobile user
spends in any cell is exponential with rate(independent of
the call arrival and call holding process).

We define the cellular system performance,, as a linear
combination of call dropping and call blocking:

(1)

where and are the new call blocking and handoff
dropping probabilities, respectively, and is the relative
penalty factor. This performance measure penalizes dropping
of a handoff times more than blocking a new call
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request—an intuitively reasonable assumption. The reader
should note that with , the performance measure is
simply the probability of unsuccessful call completion:

(2)

where is the probability of successful call completion.
is defined as the probability of not being blocked or dropped
over the lifetime of a call from setup request to natural call
termination.

III. L OCAL POLICIES

A call admission policy is a collection of admit/reject
decisions corresponding to the services requested at each state
of the system. It can be described as a binary mapping where
the admit decisions are represented by ones and rejections
by zeros. These admit/reject decisions are assumed to be
independent of the system constraints, i.e., although a policy
may try to admit a service request when the system is full,
service will be denied due to unavailability. This formulation
circumvents the problem of policy feasibility sinceall policies
are then feasible.

We define aglobalcall admission policy as one that provides
a decision for each state of the network. For instance, a global
policy for the 1-D cellular system described in Section II
provides the following decisions per cell per state:

• admit/reject a new call arrival;
• admit/reject a handoff request from the right cell;
• admit/reject a handoff request from the left cell.

The size of the global call admission policy is then
b, where is the number of cells in the network andis the
number of feasible states of the system.

For practical systems, this size can be very large and may
prohibit the use of MDP to find the optimal call admission
policy. As an example, consider a 16-cell, 9-channel system.
Since the number of states in the system is on the order
of1 , the size of the policy is roughly 4810
b. Furthermore, a global policy requires complete and up-to-
date state information to be distributed to each cell. This may
cause unacceptable signaling overhead for an already burdened
signaling system [11].

An alternative approach is to definelocal call admission
policies [12], where decisions are based only on partial state
information. In this case, a cell (base station) would only keep
track of the state information of a small number of cells and
make decisions based on the abbreviated state information,
which we define as thelocal state. Policies defined on the local
state are therefore much shorter. This in turn means the policy
search space is much smaller and policy search is simplified.

Definition 1: A local policy is said to havelocality if it
uses the state information from its nearest neighbors.

Thus, for the 1-D system, a base station operating with
a policy of locality uses the state information from its
left and right nearest neighbors, as well as its own state.

1The given number is the number of states in the unconstrained state-space,
the number of feasible states is actually less due to reuse constraints.

To further reduce policy complexity, we will assume a ring
network for the 1-D case and exploit its symmetry; i.e., the
policy in each cell is assumed identical to that in other cells
(within a spatial shift) [13]. The maximum possible state space
then reduces to states, and the length of the local
policy becomes b per cell.

The locality conditions considered in this paper are
and . corresponds to completely ignoring the state
of adjacent cells whereas corresponds to a local policy
which uses the nearest neighbor state information in addition
to self-state information. The above example with 16 cells
and 9 channels needs only 30 b for the policy with and
3000 b for .

It is worthwhile to restate that the search for optimal local
policies is not amenable to MDP since the underlying state is
no longer Markovian. Thus, GA’s afford a systematic approach
to a problem intractable using standard analytic methods. GA’s
perform surprisingly well in a variety of optimization tasks
[14].

IV. GENETIC ALGORITHM IMPLEMENTATION

We use a typical two parent–two offspring GA described
in [10]. Each local policy represents an organism in GA
terminology and is a collection of bits corresponding to
admit (1) and reject (0) decisions for the new call setup and
handoff requests at eachlocal state of the system. A group
of local policies (a community) is chosen at random initially.
Each policy in the community is evaluated (via Monte Carlo
simulation) using (1) as the performance measure. Policies
with better performance are more likely to enter themating
pool. These so-calledparent organisms perform crossover to
exchange some bit information pairwise and result in offspring
policies. Finally, offspring policy bits are inverted randomly
(mutation).

After mating, policies are chosen for deletion with prob-
ability inversely related to their fitness. The offspring are
then inserted into the population. In our implementation, the
population of the community is kept constant from iteration
to iteration; we only delete as many policies as there are
offspring. This basic algorithm is repeated for some number of
generationsor until policy improvement appears to stagnate.

We use Monte Carlo simulation to evaluate dropping and
blocking. In the 1-D case, we assume channel reuse such that
a channel can only be used once in anymutually interfering
cells (cliques) and these mutually interfering cells are the
nearest neighbors to the left and to the right. It has been shown
(see Appendix) that a valid channel assignment scheme can be
found for such systems if all cliques have occupancy less than
or equal to the number of channels available for the system,.
In the Manhattan model, the co-channel interferers are in both
horizontal and vertical directions. In this case, it is proven that
the same clique packing conditions are sufficient for a valid
channel assignment scheme for the nearest neighbor constraint,
i.e., when [15]. It has also been observed that clique
packing can be used as a reasonably good approximation for
many network topologies [16], [17].
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Thus, since clique packing constraints are easily evaluated
(as opposed to computing a channel assignment using graph
coloring techniques [18], [19]), the use of clique packing
greatly simplifies and accelerates the simulation process and
the tenor of the results presented here may be generally
applicable to systems with more complicated reuse constraints
and topologies.

V. RESULTS AND DISCUSSION

A. Four-Cell System

The algorithm was first tested on a small system for which
optimal global call admission policies are available via MDP.
The system has four cells on a ring with nearest neighbor
constraint, four channels available, and is modeled with the
new call and handoff service model described in Section II.

In the first set of experiments, the traffic load of the system is
fixed while the relative penalty factor for dropping handoff
calls is varied. Specifically2

The GA is used to search for local call admission policies with
and 1 that minimize the performance measure given by

(1).
In Fig. 1, we compare the resulting performances of the best

local policies found by GA to the following:

• AIP: admit-if-possible (maximum packing strategy)
where a service request is always granted unless it is
impossible to assign the channel due to reuse constraints;

• OPTIMAL: the optimal global policy performance found
by MDP.

As expected, weighted blocking for the AIP policy grows
linearly with increasing . In contrast, the optimal policy
weighted blocking rises rapidly and then more slowly. The GA
with both and provides near-optimal policies for
small and also outperforms AIP for higher. Surprisingly,
even completely ignoring neighboring cells ( ) can result
in much better blocking than the AIP strategy.

As gets larger, local policy performance degrades relative
the optimal. We believe this phenomenon is attributable to a
need for information about potential handoffs in distant cells
about which the local policy has no knowledge.

The new call blocking and handoff dropping probabilities of
the best policies are shown in Figs. 2 and 3. The AIP strategy
has fixed performances whereas the optimal policy and the
policies found by GA tend to increase the new call blocking
and favor the handoffs. While the GA found local
policies that do not suggest any regular structure, the
policies found are handoff reservation policies with half of the
channels (2 channels) reserved for handoffs for 5.

The second set of experiments use fixed loading and penalty
factor. In Fig. 4, the best performances are found for different
handoff rates, , using the AIP strategy, GA, with and
, and compared to the optimal values found by MDP. The

2We chose our range for! based on the folk-rule, which states that “handoff
dropping is ten times worse than new call blocking.”

Fig. 1. Comparison of local policy performances to AIP strategy results and
the optima.� = � = 
 = 1:0; !; 2 [1; 10].

Fig. 2. New call blocking performances of the policies for the four-cell
four-channel system.

exact parameter values are

It is again observed that the GA-derived policies with
and outperform the AIP strategy by a substantial amount
and are close in performance to the MDP optimum. The
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Fig. 3. Handoff dropping performances of the policies for the four-cell
four-channel system.

performance using more network information ( versus
) appears to be better, but the gain is not very substantial.

As with the variable case, better policies (both GA and
the optimal) reduce the handoff dropping at the expense of
blocking more new calls, and the local policies begin to
degrade as knowledge about potential handoffs in distant cells
becomes more important (with increasing).

B. 16-Cell System

Next, we consider a larger system with 16 cells and 9
channels, again on a ring with nearest-neighbor constraint.
As explained in Section III, the number of states in the
system is on the order of 10. Since this exceeds our
practical computational limits using MDP, the optimal policy
performances are not available for this system.

The search for the best local policies with for
this system is performed using the GA with the following
parameters:

The resulting performances of the best policies found by
GA are compared to the AIP strategy in Fig. 5. In addition,
the best handoff reservation policy for this system for each
different mobility measure was found using exhaustive search.
The handoff reservation policies are defined in the following
fashion:

if
if

(3)

Fig. 4. Comparison of the local policy performances to AIP strategy results
and the optima with different mobility rates.� = � = 1; ! = 6.

Fig. 5. Comparison of the local policy performances to AIP strategy and the
optimum Handoff reservation policies found for theN = 16 cell, C = 9

channel system with� = 3; � = 1; ! = 6.

where is the cell occupancy (state). is the decision,
admit (1) or reject (0), made by the policy about accepting new
calls when the cell has active calls, and is the threshold
beyond which no new call request will be accepted to the cell.
The performances of these reservation policies are compared
to those for GA-derived local policies in Fig. 5.

As with the smaller system, we see that both local policies
provide better performance than the AIP strategy. One also
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Fig. 6. Comparison of the best double threshold policy performances to
optimum Handoff reservation policies for theN = 16 cell, C = 9 channel
system with� = 3; � = 1; ! = 6.

expects the local policy search with to outperform the
handoff reservation policies since providing more information
cannot degrade optimal policy performance. Specifically, con-
sider that handoff reservation is actually a local policy with

; the admission decision is made solely on the basis of
cell occupancy and neighbors are ignored.

Note, however, that the GA-derived policy also
outperforms the best handoff reservation policy. This result
is somewhat surprising since as a general rule, reservation
policies often achieve near-optimal performance. To see if the
results might be explained by morphological features of the
GA-derived polices, we examined the policy structure. The
following double threshold of form was observed:

if
if
if

as opposed to a single threshold reservation policy defined in
(3). Here and are the thresholds. For all different mobility
rates, the structure of the best local policy with tends
to admit any service request when the cell is not very busy,
blocks the new call requests when the cell is moderately busy,
and services all requests when the cell is nearly full.

Based on this evidence that double threshold policies may
perform better than the reservation policies, we have simu-
lated all double threshold policies to find the best one. The
performance comparison between the best handoff reservation
policy and the best double threshold policy for a collection of
mobility measures is given in Fig. 6. We see that imposing the
double threshold policy indeed is advantageous relative to a
simple handoff reservation policy.

A moment’s thought reveals some method to why this
is the case. When the cell is nearly empty and moderately

loaded, little is known about the state of neighboring cells
and the potential for blocked handoff requests. Thus, the most
advisable course is to institute a reservation policy. However,
when a cell is nearly full, the reuse constraints require that
nearby cells be lightly loaded. This translates into a reduced
potential handoff load. Thus, it is advisable to again allow
admission to new calls.

More precisely, assume that a cell state (occupancy)is
close to the total number of available channels. Now note
that a valid channel assignment for the network is possible
only when [13]

and

So, if , , or can have at mostactive calls.
When is small, cell is nearly full and the neighboring cells
must be nearlyempty.

The incoming handoff rate to cell from the neighboring
cells is given by

Thus, when is small, (and therefore probability of having
a handoff in time , ) is small. Now, notice that the
handoff reservation policy in this case still reserves the channel
for an event that is not very probable at the expense of
rejecting new calls. The double threshold policies, however,
suggest allowing access to new call requests when handoffs
are improbable and this results in better performance.

C. 16-Cell System in Two Dimensions

We have also performed an exhaustive search over all
double threshold policies and handoff reservation policies and
compared the performances for a Manhattan model 2-D (4
4 cells) cellular network with nearest (horizontal and vertical)
neighbor constraint. The results are shown in Fig. 7. We see
that double threshold policies once again perform better than
the handoff reservation policies. The advantage of double
threshold policies come into play when the system is nearly
full and a handoff event is not very likely due to interference
constraints. As explained in Section V-B, the double threshold
policy in this casedoes notreserve a channel for handoff,
which in effect reduces the new call blocking probability. This
effect is shown in Fig. 8.

VI. CONCLUSION

We have considered the local call admission problem for 1-
D ring-structured and 2-D Manhattan model cellular networks
with two types of service (new call set up and handoff). The
system performance measure is defined as a linear combination
of new call blocking and handoff dropping probabilities of the
network.
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Fig. 7. Comparison of the best double threshold policy performances to the
optimum Handoff reservation policies found for theN = 4� 4 cells,C = 9

channel system with� = 3; � = 1; ! = 6.

Fig. 8. Comparison of the best double threshold policy (Best D.TH.) new call
blocking and handoff dropping performances to the best handoff reservation
policies (Best H.Res.) found for theN = 4� 4 cells,C = 9 channel system
with � = 3; � = 1; ! = 6.

To derive policies which minimize this measure, we have
used local state-based call admission policies when the optimal
policy cannot be found due to computational limitations of
MDP method. The search for these local policies is done by
a GA in the 1-D case.

It was shown that for small systems, local policies per-
formed nearly as well as MDP-derived optimal policies. Since

Fig. 9. Graph for a 1-D cellular system withK = 3.

MDP was impractical for larger systems, we used GA to
find good admission policies and compared the results to
the well-known methods of maximum packing and handoff
reservation. The local policies outperformed the maximum
packing strategy as well as the best handoff reservation poli-
cies. Most striking was the GA ability to identify a novel policy
structure, which made use of the inherent correlations imposed
on neighboring cell occupancy by channel reuse constraints.
This result bodes well for the use of GA’s as an aid to analytic
intuition.

Finally, we note that from the convergence point of view,
the best local policies with were found much more
readily than for .3 We also note that implementation of

policies would require additional intercell signaling.
Coupled to the meager improvement afforded by increasing
from zero to one over the range of handoff blocking weights
and mobilities considered, policies that base their decisions
only on single cell occupancy might prove attractive.

APPENDIX

PROOF FORCLIQUE PACKING IN ONE DIMENSION

First we will state the definitions needed for the proof:
Definition 2: A group of cells, which are not allowed

to use the same channels due to the interference constraints
dictated by the system, is called aclique of size .

The above condition dictates that a cell cannot use the same
channels with its nearest neighbors. Note that for a ring
structured system, each clique has exactlycells. The total
number of channels available for the system is.

We number the cliques from left to right, i.e.,
represents the clique whose first element is cell. Let
be the number of channels used in cell, and define the

, as the number of channels used in clique
, i.e.,

(4)

The system can be represented as a graph with each cell
corresponding to avertex. A pair of vertices is connected
(share an edge) if they are the members of the same clique.
An example is shown in Fig. 9.

Definition 3: A -partite graph is one whose vertex set can
be partitioned into a minimum of subsets so that no edge
has both ends in any one subset [20].

To prove if a graph is partite, one has to construct
disjoint vertex subsets, , such that

for , and , where is the set of the vertices.
Elements of should not be connected to each other.

3The policy space size was230 for k = 0 as compared to23000 for k = 1.
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Note that the -partition is unique for any graph. Since
the sets have to be disjoint and they should span the
whole vertex set, the representation of each set is unique.
Therefore, if exists, there is only one possible construction
of the -partition.

Now, we make the following claim:
Claim: The graph for a 1-D ring-structured -cell net-

work with clique size is -partite if and only if is
evenly divisible by .

Proof: Consecutively number the cells from 1 to and
assume that (if , there are fewer than
vertices and the graph cannot be-partite). Consider then
that any adjacent cells must lie in different vertex sets.
Otherwise, vertices that share an edge will reside in the same
vertex set. Thus, the first cells foundall the vertex sets if
graph is -partite.

If then we are done and the graph is-partite.
However, if ( not an integer), then notice
that cell shares an edge with the previous cells
and with cell 1 since it lies fewer than cells away. This
forces a st vertex set to be defined and the graph
cannot be -partite.

Of course if ( an integer), then cell can
reside in the first vertex set with cell 1 and the remaining cells

, can reside in vertex sets with cell.
Now assume that ( not an integer).

The st cell must reside in the first vertex group
containing cells 1 and , otherwise another vertex group
must be defined. However, this cell is fewer thancells away
from cell 1 because and a st vertex group
must be defined, so the graph is non-partite.

Proceeding in this manner for we
see that whenever is not evenly divisible by , the graph
cannot be -partite. q.e.d.

Theorem: For a ring structured 1-D network whose equiv-
alent graph is -partite, it is possible to find a channel
assignment scheme with channels if and only if all the
clique sums are less than or equal to.

Proof: Proof for the theorem has two parts:

• ( ): This part is trivial. Since violating the interference
constraints, i.e., any , by definition is not allowed,
any legitimate channel allocation scheme has to satisfy
the constraints.

• ( ):
The condition is equivalent to card

where corresponds to the subset of channels
required in cell of clique .4 Therefore, it is a sufficient
condition for finding a channel assignment only within
the clique.

We will now assume that the condition, ,
is true for all , and construct a channel assignment
scheme as follows. We will assign to cells

. card is given. The
next clique has the same elements except the first cell is
replaced by cell , i.e., and

. Cells need the

4CardA is the cardinality of set A.

same number of channels, i.e.,

(5)

Because the equivalent graph is-partite, cells 1 and
both belong to , i.e., they are not in the same

clique. Therefore, channels used in 1 can as well be used
in . Note that if the graph were not -partite,
this construction would not be possible. Since we can
use the same channels both in cell 1 cell , we
have channels available for cell ,
and the condition we have to satisfy for a valid channel
assignment for reduces to

But, we know by (5) that

and

Therefore

(6)

Using the same construction, it can be found that the
conditions

etc. are satisfied for all the cells provided all
. Hence the proof of the second part of the

theorem is complete. q.e.d.

Corollary: By the Claim, the above Theorem is valid for
ring structured cellular networks with cells, if is divisible
by the clique size .
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