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Abstract—This work investigates providing information the-
oretically secure communication in a scenario where the eaves-
dropper is more powerful as compared to models considered
to date. Specifically, we consider the setting where the eaves-
dropper, based on signals it received in the past, modifies its
channel state in order to benefit its reception of the legitimate
parties’ messages. Natural to this setting is that the legitimate
parties do not have any knowledge of the eavesdropper’s
channel state. In this setting, we study the Gaussian two-way
wiretap channel, namely two legitimate nodes connected by
a bi-directional link in the presence of an eavesdropper that
receives the superposition of signals from both nodes. We show
that a positive secrecy rate in the sense of strong secrecy is
achievable even under these assumptions. The secrecy rate
obtained scales with transmit power. The achievable strategy
involves cooperative jamming pointing out to its robustness to
the adaptive nature of the eavesdropper channel.

I. INTRODUCTION

All recognized secrecy schemes are based on a small

set of reasonable assumptions. The approach of studying

secrecy problems using information theory was originated by

Shannon in [1] and was later extended to different network

models, see for example, [2]–[8]. The distinctive feature

of this approach is that instead of assuming the adversary

is computationally limited as in the case in computational

security, secrecy is achieved relying solely on assumptions

on the communication network, usually described in terms of

network topology, channel states or the signal to noise ratio,

allowing the adversary to be computationally unlimited. Such

an approach therefore establishes the fundamental limits for

secure communication rates, and identifies properties inherent

to the communication network that can be leveraged to

achieve positive secrecy rates for legitimate communication

parties.

A commonly used assumption in information theoretic

secrecy is that the eavesdropper is a passive entity who does

not in any way contribute to the setting other than employing

a capable receiver with access to information on the channels

and codebooks. A consequence of this assumption, which is

that the eavesdropper does not interact with and adaptively

modify its channel states, allows for a cleaner setting, yet

presents a vulnerability against malicious entities. In this

paper, we present a new setting that allows the eavesdropper

to manipulate its channel states, and prove that information

theoretically secure communication is possible against this

eavesdropper.

This work is particularly motivated by the increasing

popularity of using cooperative jamming, first proposed in

[7], [8], to achieve secrecy. In references [3], [7], [8], it

was proposed that if an eavesdropper had a good reception

from a legitimate transmitter, that transmitter could transmit

with the specific aim to degrade the quality of the signals

observed by the eavesdropper, preventing it from intercepting

confidential messages sent by other legitimate transmitters.

Yet, it is conceivable that a smart eavesdropper could choose

to move away from such a jamming transmitter, for example,

by monitoring the locations of legitimate transmitters and

measuring if there is a sudden increase in the number of

frames in error. The eavesdropper can then use a sophisticated

directional antenna and adjust the radiation pattern of the

antenna quickly so that it is reinforced in a direction not

affected by the cooperative jammer. The effectiveness of

using a cooperative jammer would then become limited.

In this paper, to model this behavior, we assume that the

eavesdropper has complete control over the states of the

eavesdropper channel using a possibly stochastic controller

based on the channel outputs it observed in the past. The

eavesdropper does not transmit any signals and hence is

still a passive entity. However, with this new capability of

manipulating its channel, it is a more powerful entity.

With this new assumption, we revisit the Gaussian two-

way wiretap channel first studied in reference [9] and then

in references [3], [10]–[12]. Additionally, in line with recent

developments, we consider the setting where the legitimate

nodes do not have any knowledge of the eavesdropper chan-

nel [13]. We show a positive secrecy rate is still achievable by

generating cooperative jamming sequences carefully through

a three stage communication protocol. The achieved secrecy

rate is in the sense of strong secrecy and scales with trans-

mission power. The result implies that secure connectivity of

a bidirectional link is possible unconditionally.

II. SYSTEM MODEL

The channel model is shown in Figure 1. The main channel

is a Gaussian two-way channel composed of two full-duplex

nodes [14]. The inputs and outputs during ith channel use for
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Ŵ
W

Y1,i

Ỹi
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Fig. 1. two-way wiretap channel model where the eavesdropper controls
its channel states

this channel, after canceling the self-interference in a full-

duplex transceiver, can be expressed as [3]:

Y0,i = X1,i +Nc1,i, Y1,i = X0,i +Nc0,i (1)

We assume the eavesdropper channel to be noiseless as a

worst case assumption:

Ỹi = H̃i,0X0,i + H̃i,1X1,i (2)

Without loss of generality, we assume |H̃i,0|
2 + |H̃i,1|

2 = 1.

Otherwise the eavesdropper can normalize its received sig-

nals to conform to this constraint.

Let H̃i denote [H̃i,0, H̃i,1]. We assume the eavesdropper

can choose H̃i, based on the signals it received in the past.

Let Me be the local randomness available to the eavesdrop-

per. Then this means:

H̃i = gi(Me, Ỹ
i−1) (3)

where gi is a deterministic function used by the eavesdropper

to calculate H̃i. Equation (3) implies the eavesdropper has

perfect knowledge of the eavesdropper channel state infor-

mation.

We assume that node 0 and 1 do not have knowledge on

the distribution or the realization of Me. Neither do they

have knowledge on gi. We also assume that node 0 and 1 do

not have knowledge on the distribution or the realization of

{H̃i}.

We assume the transmitters at node 0 and 1 are constrained

in terms of average transmission power. For simplicity, we

use the same power limit for both nodes, given by

lim
n→∞

1

n

n
∑

i=1

E[|Xj,i|
2] ≤ P̄ , j = 0, 1 (4)

Node 0 wants to send a confidential message W to node

1. Node 1 decodes the message as Ŵ from the signals it

received and any other side information available to it. For

reliable reception of W , we require:

lim
n→∞

Pr(W 6= Ŵ ) = 0 (5)

Additionally, we require W to be kept secret from the eaves-

dropper. Thus, we require the following secrecy constraint to

hold for any Me:

lim
n→∞

I(W ; Ỹ n,Me) = 0, ∀Me, {gi} (6)

Observe that (6) is the strong secrecy constraint [13]. We

require the convergence in (6) to be uniform over all possible

choice of Me and {gi}, which also implies there are infinitely

many secrecy constraints in the form of (6) to satisfy.

Throughout the paper, we consider the above setting.

The obvious extension to providing confidential message

transmission from node 1 to node 0 is via time sharing.

III. THE ACHIEVABLE SCHEME

Communication is divided to three stages:

1) The first stage takes n channel uses. In this stage, nodes

0 and 1 transmit i.i.d. Gaussian random sequences with

zero mean. Let P denote its variance. Let Ji denote the

signal transmitted by node i, i = 0, 1 during this stage.

2) The second stage also takes n channel uses. In this

stage, only node 0 transmits. Node 0 generates a binary

i.i.d. sequence T n, such that Pr(Ti = 0) = 1/2, i =
1, ..., n. Observe that node 0 at this moment has the

knowledge of

a) Jn
0 , which is the sequence it transmitted during

the first stage.

b) Jn
1 +Nn

c1, which is the sequence it received during

the first stage.

Node 0 then constructs a jamming sequence Jn
r , such

that

Jr,i =

{

J0,i, Ti = 0
J1,i +Nc1,i, Ti = 1

(7)

The transmitter at node 0 takes input V n and transmits

Vi + Jr,i +NJ,i (8)

during the ith channel use in the second stage, where

{Nn
J } is an i.i.d. Gaussian sequence with zero mean

and unit variance.

The confidential message W shall be encoded in V n

through a stochastic encoder.

3) During the third stage, only node 0 transmits. In this

stage, node 0 broadcasts T n as a public message to

node 1.

IV. SECRECY ANALYSIS

A. Main Result

Theorem 1: Let C(x) = log2(1+x). Let P = (P̄ − 1)/2.

Let [x]+ be max{x, 0}. Then for an arbitrarily small constant

δ′ > 0, the following secrecy rate Rs is achievable:

α2





1

2

[

C
(

P
2

)

+ C
(

P ( P+1

2P+1
)
)]

− 1

2

[

C (P ) + C
(

2P
P+2

)]

− δ′





+

(9)

where α2 is the time sharing factor of the second stage.

Clearly α2 > 1/3 for sufficiently large P̄ .
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B. Proof of Theorem 1

For i = 1, ..., n, define X̃n and Jn as

X̃i = J1−Ti,i, Ji = JTi,i (10)

Since {Jn
0 } has the same distribution as {Jn

1 }, and {T n}
is independent from {Jn

0 } and {Jn
1 }, we observe from (10)

that X̃n and Jn are independent from T n. Then (8) can be

written in the following form:

Vi + X̃i + TiNc1,i +NJ,i (11)

Let Ỹ n denote the signals received by the eavesdropper

during the first stage. Then from (10), Ỹi is given by:

Ỹi = H̃i,1−Ti
X̃i + H̃i,Ti

Ji (12)

Let Ỹ ′
i denote the signals received by the eavesdropper

during the second stage. Without loss of generality, we

assume Ỹ ′
i is given by (11). Define Y ′

i as:

Y ′
i = Vi + X̃i +NJ,i (13)

with which, from (11), Ỹ ′
i can be written as:

Ỹ ′
i = Y ′

i + TiNc1,i (14)

With these notations, the mutual information in the secrecy

constraint (6) can be written as:

I
(

W ;Me, Ỹ
n, Ỹ ′n, T n

)

(15)

We next examine the first stage in detail. We begin by

defining the binary valued function β() such that for a

positive constant δ ∈ (0, 1/2) and α = 1/2 − δ,

β(H̃i) =

{

0, |H̃i,0|
2 > α

1, |H̃i,0|
2 < α, |H̃i,1|

2 > α
(16)

Note that since α < 1/2, β() is well defined due to the fact

that |H̃i,0|
2 + |H̃i,1|

2 = 1.

Define Ei as

Ei = βi(H̃i) ⊕ Ti (17)

where ⊕ denotes the binary XOR operation. Then Ei is

independent from H̃i.

We next express the signals received by the eavesdropper

during the first stage so that they are degraded versions of

signals which are function of Ei, X̃i and Gaussian noise only.

Observe that (12) can be rewritten as:

Ỹi = H̃i,1−Ti
X̃i + |H̃i,Ti

|J̃i (18)

with J̃i having the same distribution as Ji but independent

from H̃i and Ti. We can do this modification because it does

not change the joint distribution of W and eavesdropper’s

knowledge implied by the following distribution

pW (w) pV n|W (vn|w){

n
∏

i=1

fX̃i
(x̃i)}{

n
∏

i=1

pT (ti)}fMe
(me)

n
∏

i=1

{f
H̃i|Ỹ i−1,Me

(

h̃i|ỹ
i−1,me

)

fỸi|Ti,X̃i,H̃i

(

ỹi|ti, x̃i, h̃i

)

fỸ ′

i
|Vi,X̃i,Ti

(ỹ′i|vi, x̃i, ti)} (19)

because the distribution of J̃i is rotationally invariant. This

means the value of (15) remains the same.

When Ei = 0, we have 1 ≥ |Hi,Ti
|2 > α = 1/2 − δ.

Since |H̃i,0|
2 + |H̃i,1|

2 = 1, we have |Hi,1−Ti
|2 ≤ 1/2+δ.

Define |γ| as a positive constant such that:

1/2 − δ

1/2 + δ
= |γ|2 (20)

Then |Hi,1−Ti
|2|γ|2 ≤ |Hi,Ti

|2.

Hence when Ei = 0, we can rewrite (18) as:

H̃i,1−Ti
(X̃i + |γ|J ′

i) +

√

|H̃i,Ti
|2 − |H̃i,1−Ti

|2|γ|2J ′′
i

(21)

where the sequence {J ′
i} and {J ′′

i } have the same distribution

as {Ji} conditioned on all other random variable and are

independent from each other. In particular, they are also

independent from H̃i and Ti. We can rewrite (18) as (21)

since it does not change the joint distribution of W and

eavesdropper’s knowledge implied by the distribution (19).

If Ei = 1, to unify the notation, we rewrite (18) as:

H̃i,1−Ti
X̃i + |H̃i,Ti

|J ′′
i (22)

We then write (21) and (22) in a unified form:

H̃i,1−Ti
(X̃i + ψδ[Ei, J

′
i ]) + φδ[Ti, H̃i, J

′′
i ] (23)

ψδ[Ei, J
′
i ] =

{

|γ|J ′
i , Ei = 0

0, Ei = 1
(24)

φδ[Ti, H̃i, J
′′
i ] =

{ √

|H̃i,Ti
|2 − |H̃i,1−Ti

|2|γ|2J ′′
i , Ei = 0

|H̃i,Ti
|J̃ ′′

i , Ei = 1
(25)

where Ei is computed from Ti and H̃i according to (17).

Define Z̃i as

Z̃i = X̃i + ψδ[Ei, J
′
i ] (26)

Then Ỹi can be expressed as

Ỹi = H̃i,1−Ti
Z̃i + φδ[Ti, H̃i, J

′′
i ] (27)

To proceed to bound (15), we need the following lemma:

Lemma 1: Let the symbol An
i denote the set

{Ai, Ai+1, ..., An}. An
n+1 is empty. Then for

m = 2, ..., n+ 1,

I
(

W ;Me, Y
′n, Ỹ m−1, H̃m−1, Tm−1, Z̃n

m, E
n
m

)

≤ (28)

I
(

W ;Me, Y
′n, Ỹ m−2, H̃m−2, Tm−2, Z̃n

m−1, E
n
m−1

)

(29)

Proof: The proof is provided in Appendix A.

Using Lemma 1 we can replace {Ỹ n, H̃n, T n} with

{Z̃n, En} and use (14) to obtain the following Lemma:

Lemma 2:

I
(

W ; Ỹ ′n, Ỹ n,Me, T
n
)

≤ I
(

W ;Y ′n, Z̃n, En
)

(30)
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The proof of Lemma 2 is omitted due to space limitations

and is provided in the upcoming journal version of this work.

Lemma 2 shows that when designing the stochastic en-

coder that maps W to V n, we can design it for a wiretap

channel which takes inputs V n and in the eavesdropper

channel produces outputs {Y ′n, Z̃n, En} and in the main

channel produces the outputs: {Ỹ ′n+N ′n
c0 , J

n
0 +Nn

c0, J
n
1 , T

n}
where Nn

c0 and N ′n
c0 denote the channel noise of the main

channel during the first and the second stage respectively.

It can then be shown with standard methods that there

exists a codebook and a stochastic encoder that achieves the

following secrecy rate for the above wiretap channel:

[

I
(

V ; Ỹ ′ +N ′
c0, J0 +Nc0, J1, T

)

− I
(

V ;Y ′, Z̃, E
)]+

(31)

which, by Lemma 2, secures W for the two-way wiretap

channel as well. We then evaluate (31) with a Gaussian input

distribution with zero mean and variance P for V, J0, J1, and

use the fact |γ| can be made arbitrarily close to 1, which

yields (9). It can be readily verified that by choosing P =
(P̄ − 1)/2, the average power constraint (4) is satisfied.

V. CONCLUSION

In this work we presented a new setting in information

theoretic security which allows the eavesdropper to control

the states of the eavesdropper channel based on the channel

outputs it observed in the past in an arbitrary (and potentially

stochastic) manner. With this new setting, we studied the

Gaussian two-way wiretap channel and proved that it is

possible to achieve a positive secrecy rate for this model

that scales with transmission power.

APPENDIX A

PROOF OF LEMMA 1

Equation (28) is upper bounded by adding the term Z̃m−1

as shown below:

I
(

W ; Ỹ m−1, H̃m−1,Me, T
m−1, Z̃n

m−1, E
n
m, Y

′n
)

(32)

=I
(

W ; Ỹm−1|Ỹ
m−2, H̃m−1,Me, T

m−1, Z̃n
m−1, E

n
m, Y

′n
)

+I
(

W ; Ỹ m−2, H̃m−1,Me, T
m−1, Z̃n

m−1, E
n
m, Y

′n
)

(33)

We next show that the first term in (33) is 0:

I
(

W ; Ỹm−1|Ỹ
m−2, H̃m−1,Me, T

m−1, Z̃n
m−1, E

n
m, Y

′n
)

≤ I(W ; J ′′
m−1

|Ỹ m−2, H̃m−1,Me, T
m−1, Z̃n

m−1, E
n
m, Y

′n) (34)

≤ I(W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃n

m−1, Y
′n; J ′′

m−1

|En
m) (35)

= I(W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n; J ′′
m−1

|En
m) + I(Z̃n

m; J ′′
m−1|E

n
m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (36)

where (34) follows from (27) and the fact that

Z̃m−1, Tm−1, H̃m−1 are present as condition terms.

We then observe

I(W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n; J ′′
m−1) (37)

equals 0 because J ′′
m−1 is independent from all the other

terms in (37). In particular, Y ′n is the signals transmitted by

node 0 in the second stage and is independent from J ′′
m−1.

Then we use the fact that for random variable A,B,C,D,

I (A;B|C,D) − I (A;B|C) ≤ I (B;D|C,A) (38)

where I(A;B|C) corresponds to (37) with C being empty,

I(A;B|C,D) corresponds to the first term in (36). (38)

implies the first term in (36) is upper bounded by:

I(J ′′
m−1;E

n
m|W,

Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (39)

≤I(J ′′
m−1,W,

Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n;En
m) (40)

≤I(J ′′
m−1,W,

Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n, H̃n
m;En

m) (41)

=I
(

H̃
n
m;En

m

)

+ I(J ′′
m−1,W, Ỹ

m−2, H̃m−1,

Me, T
m−1, Z̃m−1, Y

′n;En
m|H̃n

m) (42)

=I
(

H̃
n
m;En

m

)

+ I(J ′′
m−1,W, Ỹ

m−2, H̃m−1,

Me, T
m−1, Z̃m−1, Y

′n;T n
m|H̃n

m) (43)

=I(J ′′
m−1,W, Ỹ

m−2, H̃m−1,

Me, T
m−1, Z̃m−1, Y

′n;T n
m|H̃n

m) (44)

≤I(J ′′
m−1,W, Ỹ

m−2, H̃m−1,

Me, T
m−1, Z̃m−1, H̃

n
m, V

n, X̃n, Nn
J ;T n

m) = 0 (45)

In (44), we drop the term I
(

H̃
n
m;En

m

)

since it is 0 due

to (17) and the fact that Ti is uniformly distributed and

independent from H̃i and T n
m is generated after the first

stage. From (44) to (45), we replace the term Y ′n using

(13). (45) is 0 because T n
m is independent from all the

other random variables in this term. In particular, T n
m is

independent from {X̃n, Tm−1}.

Hence we have shown that the first term in (36) is 0. The

second term in (36) is upper bounded by:

I(Z̃n
m, X̃

n
m; J ′′

m−1|E
n
m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (46)

=I(Z̃n
m; J ′′

m−1|E
n
m,

X̃n
m,W, Ỹ

m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n)

+ I(X̃n
m; J ′′

m−1|E
n
m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (47)

Using (26), the first term in (47) is upper bounded by:

I(J ′n
m ; J ′′

m−1|E
n
m,

X̃n
m,W, Ỹ

m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (48)

since X̃n
m and En

m are present in the condition term. Since

I(J ′n
m ; J ′′

m−1|
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W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) = 0, (49)

we can subtract (48) by (49) and upper bound it via the

inequality in (38) as

I(J ′′
m−1;E

n
m, X̃

n
m|J ′n

m ,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (50)

= I(J ′′
m−1; X̃

n
m|J ′n

m ,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n)

+ I(J ′′
m−1;E

n
m|X̃n

m, J
′n
m ,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (51)

The first term in (51) is upper bounded by:

I(J ′′
m−1; X̃

n
m, J

′n
m ,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) = 0 (52)

since J ′′
m−1 is independent from all the other terms in (52).

The second term in (51) is upper bounded by:

I(J ′′
m−1, X̃

n
m, J

′n
m ,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n;En
m) (53)

≤ I(J ′′
m−1, X̃

n
m, J

′n
m , H̃n

m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n;En
m) (54)

= I(H̃n
m;En

m) + I(J ′′
m−1, X̃

n
m, J

′n
m ,W,

Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n;T n
m|H̃n

m) (55)

≤ I(J ′′
m−1, J

′n
m ,W, Ỹ

m−2, H̃m−1,Me, T
m−1, Z̃m−1,

V n, X̃n, Nn
J , H̃

n
m;T n

m) = 0 (56)

where in (56), we replace Y ′n with V n, X̃n, Nn
J , which

allows us to merge the term X̃n
m into X̃n.

Hence, we have shown that the first term in (47) is 0. The

second term in (47) is upper bounded by moving En
m out of

the condition terms as shown below:

I(X̃n
m, E

n
m; J ′′

m−1|

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (57)

=I(X̃n
m; J ′′

m−1|W, Ỹ
m−2, H̃m−1,

Me, T
m−1, Z̃m−1, Y

′n) + I(En
m; J ′′

m−1|X̃
n
m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (58)

The first term in (58) is upper bounded by:

I(X̃n
m,W, Ỹ

m−2, H̃m−1,Me, T
m−1, Z̃m−1,

Y ′n; J ′′
m−1) = 0 (59)

since J ′′
m−1 is independent from all the other terms in (59).

The second term in (58) is upper bounded by:

I(En
m; J ′′

m−1, X̃
n
m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Ỹm−1, Y

′n) (60)

≤I(En
m; H̃n

m, J
′′
m−1, X̃

n
m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n) (61)

=I(En
m; H̃n

m) + I(T n
m; J ′′

m−1, X̃
n
m,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, Y

′n|H̃n
m) (62)

≤I(T n
m; J ′′

m−1, X̃
n, V n, Nn

J ,

W, Ỹ m−2, H̃m−1,Me, T
m−1, Z̃m−1, H̃

n
m) = 0 (63)

where in (63) we replace Y ′n with V n, X̃n, Nn
J , which

allows us to merge the term X̃n
m into X̃n.

Hence, we have shown that the second term in (58) is 0.

This means the second term in (47) is 0. Thus we have shown

that the second term in (36) is 0. This implies that the first

term in (33) is 0. The second term in (33) is upper bounded

by adding Em−1:

I
(

W ; Ỹ m−2, H̃m−1,Me, T
m−1, Z̃n

m−1, E
n
m−1, Y

′n
)

(64)

from which we then drop Tm−1 due to the presence of both

H̃m−1 and Em−1 and rewrite it as:

I
(

W ; Ỹ m−2, H̃m−1,Me, T
m−2, Z̃n

m−1, E
n
m−1, Y

′n
)

(65)

from which we then drop H̃m−1 due to the presence of

Me and Ỹ m−2, which leads to (29). Hence, we have proved

Lemma 1.
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