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Abstract—Despite recent attempts with compound channel settings, guaranteeing information theoretically secure communication rates with no knowledge of the eavesdropper channel states has been elusive to date. In this work, we address this problem, and consider the worst case scenario where the eavesdropper’s channel is arbitrarily varying, and is known only by itself. We show that it is possible to provide non-zero secure communication rates with the aid of multiple antennas. Under the mild assumption that the number of antennas at the eavesdropper is limited, we provide the strong secrecy rate for the MIMO wiretap channel. Specifically, it is proved that there exists a universal coding scheme that secures the confidential message against any sequence of channel states experienced by the eavesdropper. We show that the result is tight in terms of secure degrees of freedom.

I. INTRODUCTION

The notion of information theoretic secrecy was introduced by Shannon in [1]. Wyner, in [2], used this notion to study the wiretap channel where an eavesdropper had a noisy observation of the signals sent by the transmitter and showed that a positive rate could be supported for transmitting confidential messages without requiring the communicating parties to share a key. The wiretap model was generalized by Csiszár and Körner in [3].

The wiretap channel model in [2]–[4] has inspired considerable effort toward identifying secure communication limits of various channel models, e.g., [5]–[10]. In these works, it is assumed that the transmitter(s) has (have) perfect knowledge of the eavesdropper channel states, which may be difficult to obtain in a practical system, since the eavesdropper is by nature a passive entity. To resolve this issue, recent works attempt to relax this condition by assuming the transmitter only has partial knowledge about the channel states of the eavesdropper. Notably, this line of work includes the compound setting, where the eavesdropper channel can only be taken from a finite selection [11]–[14], and the fading channel, where the transmitter only knows the distribution of the eavesdropper channel [15]. These each call for different types of codebook design. For example, in [11]–[13], the coding scheme depends on the possible channel gains of the eavesdropper included in the finite set. For the fading setting [15], the rate of the codebook depends on the fading parameter of the eavesdropper, e.g., the variance of the Rayleigh distribution. Given the absence of a robustness analysis toward understanding how sensitive the achievable secrecy rate is to errors in the aforementioned modeling parameters in [11]–[13], [15], it is difficult to ascertain how close these can model a realistic secure system design based on information theoretic guarantees.

In this work, we study the secure communication problem where the legitimate parties have no knowledge of the channel states of the eavesdropper and show that positive secrecy rates can be guaranteed using multiple antennas under the mild assumption that the number of antennas at the eavesdropper is limited. The channel state sequence of the eavesdropper is assumed to be independent from the input and output of the wiretap channel. Conditioned on any given sequence of channel states, we assume that the eavesdropper channel is memoryless. No restriction is placed on the statistics of the channel model observed by the eavesdropper. That is, the eavesdropper’s channel is totally unknown to the legitimate parties and can vary arbitrarily over time.

The main contribution of this work is to prove the existence of a universal coding scheme that secures the confidential message against any sequence of eavesdropper channel states for the MIMO wiretap setting described above. This means the coding scheme could withstand the presence of infinitely many eavesdroppers as long as they do not collude. The universal nature of the coding scheme is what sets this work apart from the previous work that considered a similar setting with fading [16]. Additionally, unlike [17] which considered the discrete arbitrarily varying wiretap channel, this work considers a Gaussian setting which does not lend itself to a direct extension from its discrete counterpart.

For this universal coding scheme, an achievable rate is derived for the MIMO wiretap channel with the strong secrecy requirements [18]. The achieved rate matches with the converse in terms of secure degrees of freedom (s.d.o.f.), which is a high SNR characteristic of the secrecy capacity.
II. THE \((N_T, N_R, N_E)\) MIMO WIRETAP CHANNEL

The channel from the transmitter to the intended receiver, i.e., the main channel, is assumed to be static. Let \(A(i)\) denote the value of the signal \(A\) during the \(i\)th channel use. The input and output of the main channel during the \(i\)th channel use are related as:

\[
Y_{N_R \times 1}(i) = H_{N_R \times N_T}X_{N_T \times 1}(i) + Z_{N_R \times 1}(i) \quad (1)
\]

where the subscripts denote the dimension of each term, \(H\) denotes the \(N_R \times N_T\) channel matrix with complex entries\(^1\). It is assumed that \(H\) has full rank. \(Z\) is a \(N_R \times 1\) vector representing the additive noise. \(Z\) is composed of independent rotationally invariant complex Gaussian random variables, each with zero mean and unit variance. \(X\) and \(Y\) are the transmitted and received signals respectively.

The channel from the transmitter to the eavesdropper, i.e., the eavesdropper channel, is an arbitrarily varying channel. It can be expressed as:

\[
\tilde{Y}_{N_E \times 1}(i) = \tilde{H}_{N_E \times N_T}(i)X_{N_T \times 1}(i) \quad (2)
\]

where \(\tilde{Y}(i)\) denotes the signals received by the eavesdropper during the \(i\)th channel use. \(\tilde{H}_{N_E \times N_T}(i)\) is the channel state matrix for the eavesdropper channel during the \(i\)th channel use. We use \(\tilde{H}^n\) to denote \(\tilde{H}(1), ..., \tilde{H}(n)\). \(\tilde{H}^n\) is not known at the legitimate parties. We also assume \(\tilde{H}^n\) is independent from \(X^n\).

Note that we assume the eavesdropper’s channel is noiseless. This is obviously a worst case assumption, and if the eavesdropper’s signals are corrupted by additive noise, they can always be considered as a degraded version of the signals received by the eavesdropper considered in this work.

Let \(W\) denote the confidential message transmitted to the intended receiver, over \(n\) channel uses using \(X^n\). In addition, we assume that there is a local random source \(M\) which is only known to the transmitter. \(X^n\) is computed by the transmitter from \(W\) and \(M\) using the following encoding function \(f_n\):

\[
X^n = f_n(W, M) \quad (3)
\]

Note that \(f_n\) does not depend on \(\tilde{H}\), since the transmitter does not know the channel state of the eavesdropper. We represent \(X^n\) as a \(N_T \times n\) matrix, with the average power constraint\(^2\)

\[
\lim_{n \to \infty} \frac{1}{n} \text{trace}(X^n(X^n)^H) \leq \bar{P}. \quad (4)
\]

Let \(\hat{W}\) denote the decoder output of the intended receiver from \(\tilde{Y}^n\). We require

\[
\lim_{n \to \infty} \Pr(W \neq \hat{W}) = 0 \quad (5)
\]

\(^1\)Since we assume that the main channel is static, \(H\) remains fixed for all channel uses.

\(^2\)trace denotes the sum of the diagonal elements of a square matrix.

For reliable communication. Additionally, we require the following strong secrecy constraint [18] to hold for any distribution of \(\tilde{H}^n\).

\[
\lim_{n \to \infty} I(W; \tilde{Y}^n, \tilde{H}^n) = 0 \quad (6)
\]

When designing the encoder \(f_n\), we need a uniform bound on \(I(W; \tilde{Y}^n, \tilde{H}^n)\) over all possible distributions of eavesdropper channel state sequences for a given \(n\), which will determine the minimal codeword length required to achieve a certain level of secrecy. Hence, it is important for the convergence in (6) to be uniform for all possible statistics of the eavesdropper channel state sequence.

Since \(\tilde{H}^n\) is independent from \(X^n\), (6) can be written as:

\[
\lim_{n \to \infty} I(W; \tilde{Y}^n|\tilde{H}^n) = 0 \quad (7)
\]

On the other hand, since we do not want the secrecy constraint to rely on the distribution of \(\tilde{H}^n\), we require that for any given sequence \(\tilde{h}^n\),

\[
\lim_{n \to \infty} I(W; \tilde{Y}^n|\tilde{H}^n = \tilde{h}^n) = 0. \quad (8)
\]

In the sequel, to simplify the notation, we use a scalar \(\gamma\) to index the sequence \(\tilde{h}^n\) and use \(\tilde{Y}^n_\gamma\) to represent the random variable \(\tilde{Y}^n\) when \(\tilde{H}^n\) equals the sequence \(\tilde{h}^n\) indexed by \(\gamma\). Then (8) can be written as:

\[
\lim_{n \to \infty} I(W; \tilde{Y}^n_\gamma) = 0, \quad \forall \gamma \quad (9)
\]

Secrecy rate \(R_s\)

\[
R_s = \lim_{n \to \infty} \frac{1}{n} \tilde{H}(W) \quad (10)
\]

for the MIMO wiretap channel is said to be achievable if for each \(n\) there exists a fixed encoding function \(f_n\) as defined by (3), such that for any given the eavesdropper channel \(\tilde{H}\), (5), (9) and (10) holds for \(R_s\). The supremum of all possible values for \(R_s\) is the secrecy capacity of this channel model.

High SNR behavior of the secrecy rate is characterized by:

\[
\text{s.d.o.f.} = \lim_{P \to \infty} \frac{\log_2(P)}{R_s} \quad (11)
\]

We use the term the secure degrees of freedom of a channel to represent the largest possible value of (11).
III. MAIN RESULTS

The main results of this work are the following:

**Theorem 1:** Let \( N_{T,R} = \min\{ N_T, N_R \} \). Let \( s_i \) be the \( N_{T,R} \) singular values of \( \boldsymbol{H} \). Define \( P \) as

\[
P = \max\{ \tilde{P} - N_{T,R}, 0 \} \tag{12}
\]

Define \( C(x) \) as \( \log_2(1 + x) \). Then any positive secrecy rate \( R_s \) smaller than

\[
\max \left\{ \left( \sum_{i=1}^{N_{T,R}} C \left( \frac{s_i^2 P}{(s_i^2 + 1)N_{T,R}} \right) \right) - N_E C(P), 0 \right\} \tag{13}
\]

is achievable for the MIMO-wiretap channel described in Section II.

From Theorem 1, we have the following Corollary.

**Corollary 1:** If \( \boldsymbol{H} \) has rank \( \min\{ N_T, N_R \} \), then the s.d.o.f. of the MIMO-wiretap channel in Section II is

\[
\max\{ \min\{ N_T, N_R \} - N_E, 0 \} \tag{14}
\]

The proofs of Theorem 1 and Corollary 1 are provided in Section IV.

IV. PROOF OF THE MAIN RESULTS

A. Notation

We use \( p_W(w) \) to denote the probability mass function (p.m.f.) of a random variable \( W \) evaluated at \( w \). \( f_{\gamma,A}(a) \) denotes the probability density function (p.d.f.) of a random variable \( A \) at value \( a \) with parameter \( \gamma \). \( f_{\gamma,A|B}(a|b) \) denotes the conditional p.d.f. of a random variable \( A \) conditioned on a random variable \( B \) when \( A = a, B = b \) with parameter \( \gamma \).

For a vector \( x^n \), we let \( \|x^n\| \) denote its \( L_2 \)-norm. For a matrix \( \boldsymbol{A} \), we let \( \|\boldsymbol{A}\|^2 \) denote the sum of the \( L_2 \)-norm squared of all the row vectors of \( \boldsymbol{A} \). \( E_B[\boldsymbol{A}] \) denotes the expectation of \( \boldsymbol{A} \) averaged over \( B \).

B. Channel Model Transformation

Consider a general channel matrix \( \boldsymbol{H} \). We can perform singular value decomposition (SVD) on \( \boldsymbol{H} \) and canceling the right and left unitary matrices of its SVD decomposition at the transmitter and intended receiver respectively. After this cancellation, if \( N_T > N_R \), the main channel is equivalent to a MIMO channel whose channel state matrix is \( [\mathbf{D}_{N_R \times N_R}, 0_{N_R \times (N_T - N_R)}] \), where \( \mathbf{D} \) is a diagonal matrix composed of singular values of \( \boldsymbol{H} \). In this case, we simply use the first \( N_R \) antennas at the transmitter only in this equivalent channel when designing the achievable scheme. The remaining \( N_T - N_R \) antennas transmit signals of value 0. If \( N_T < N_R \), the main channel is then equivalent to a MIMO link whose channel state matrix is \( [\mathbf{D}_{N_T \times N_T}, 0_{N_T \times (N_R - N_T)}]^T \), where \( (\cdot)^T \) means transpose operation. In this case, we simply discard the signals observed at the last \( N_R - N_T \) antennas at the receiver in this equivalent channel when designing the achievable scheme. In both cases, from the perspective of designing the achievable scheme, the resulting main channel is equivalent to a MIMO link where the transmitter and the receiver both have \( \min\{ N_T, N_R \} \) antennas and the channel matrix is diagonal. Thus, without loss of generality, we assume \( N_T = N_R \) and \( \boldsymbol{H} \) is a diagonal matrix.

We next observe that in order to prove Theorem 1, we only need to consider \( N_E < \min\{ N_T, N_R \} \). When \( N_E \geq \min\{ N_T, N_R \} \), the achievable secrecy rate in Theorem 1 is zero, by virtue of the maximum of the two terms on the right hand side of (13) being zero.

Since \( N_E < \min\{ N_T, N_R \} \), \( \tilde{\boldsymbol{H}}(i) \) has the following form of SVD decomposition:

\[
\tilde{\boldsymbol{H}}(i) = [\mathbf{I}_{N_E \times N_R}, 0_{N_E \times (N_T - N_R)}] \mathbf{U}(i) \tag{15}
\]

where \( \mathbf{U}(i) \) is a \( N_T \times N_T \) unitary matrix. \( \mathbf{I} \) is an identity matrix. This can be achieved by canceling the left unitary matrix of the SVD decomposition of \( \tilde{\boldsymbol{H}}(i) \) and normalizing the singular value at the eavesdropper. Note that the transmitter does not know \( \mathbf{U}(i) \).

**Remark 1:** Note that if \( \tilde{\boldsymbol{H}}(i)(\mathbf{U}(i))^{-1} \) has all zero rows, we can alter appropriate entries to be 1s so that the resulting channel matrix has the form in (15). The signals received by the original eavesdropper are always degraded compared to the signals received by the eavesdropper after this modification. Hence, it is sufficient to consider the eavesdroppers with \( \tilde{\boldsymbol{H}}(i) \) in the form given by (15).

Following [16], we introduce artificial noise at the transmitter. Thus, we have

\[
\mathbf{X}(i) = \tilde{\mathbf{X}}(i) + \mathbf{N}(i). \tag{16}
\]

\( \mathbf{N} \) is the \( N_T \times 1 \) artificial noise vector consisting of independent rotationally invariant complex Gaussian random variables with zero mean and unit variance. Coding is over \( \tilde{\mathbf{X}} \).

Define \( \tilde{\mathbf{N}} \) and \( \tilde{\mathbf{N}}(i) \) as

\[
\tilde{\mathbf{N}}(i) = \mathbf{H}\mathbf{N}(i) \tag{17}
\]

\[
\tilde{\mathbf{N}}(i) = \tilde{\mathbf{H}}(i)\mathbf{N}(i) \tag{18}
\]

Viewing \( \tilde{\mathbf{X}} \) as the input to the channel, the channel model can be expressed as:

\[
\mathbf{Y}(i) = \mathbf{H}\tilde{\mathbf{X}}(i) + \tilde{\mathbf{N}}(i) + \mathbf{Z}(i) \tag{19}
\]

\[
\tilde{\mathbf{Y}}(i) = \tilde{\mathbf{H}}(i)\tilde{\mathbf{X}}(i) + \tilde{\mathbf{N}}(i) \tag{20}
\]

From (15) and (18), we observe that \( \tilde{\mathbf{N}} \) has zero mean and is Gaussian distributed. The covariance matrix of \( \tilde{\mathbf{N}} \) is

\[
E[\tilde{\mathbf{H}}(i)\mathbf{N}(i)(\mathbf{N}(i))^H(\tilde{\mathbf{H}}(i))^H] \tag{21}
\]

\[
\tilde{\mathbf{H}}(i)E[\mathbf{N}(i)(\mathbf{N}(i))^H](\tilde{\mathbf{H}}(i))^H \tag{22}
\]

\[
\tilde{\mathbf{H}}(i)(\tilde{\mathbf{H}}(i))^H \tag{23}
\]

\[
\mathbf{I}_{N_E \times N_E} \tag{24}
\]

C. Codebook Construction

The codebook ensemble we use is constructed as follows: Recall that \( P \) was defined in (12). We choose the input distribution for \( \tilde{\mathbf{X}}, Q_{\tilde{X}}(x) \), as rotationally invariant zero mean complex Gaussian with covariance matrix

\[
\left( \frac{P(1 - \varepsilon P)}{N_T} \right) \mathbf{I}_{N_T \times N_T}.
\]
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The codebook ensemble is composed of the codebooks constructed as described in [19, Section 7.3]. In the context of this work, this means defining the $n$-letter distribution $Q_{\tilde{X}}(x^n)$ as follows: Let $x_i$ denote the $i$th component of $x^n$. $Q_{\tilde{X}}(x^n)$ is given by:

$$Q_{\tilde{X}}(x^n) = \mu_{n,\gamma,\epsilon}^{-1} \varphi(x^n) \prod_{i=1}^n Q_{\tilde{X}}(x_i)$$

where

$$\varphi(x^n) = \begin{cases} 1, & \text{if } \frac{1}{n} \|x^n\|^2 \leq P \\ 0, & \text{otherwise} \end{cases}$$

$$\mu_{n,\epsilon,\gamma} = \int \varphi(x^n) \prod_{i=1}^n Q_{\tilde{X}}(x_i) dx^n$$

Note that $0 < \mu_{n,\gamma,\epsilon} < 1$, and for a given $\epsilon, P > 0$, there exists an $\alpha(\epsilon, P) > 0$, such that [20, (B.2)]

$$1 - \mu_{n,\epsilon,\gamma} \leq e^{-\alpha(\epsilon, P)}$$

$$\lim_{\epsilon, P \to 0} \frac{\alpha(\epsilon, P)}{\epsilon} = 0$$

Any codebook in the ensemble is constructed by sampling $2^nR$ sequences from the distribution $Q_{\tilde{X}}$ in independent and identically distributed (i.i.d.) fashion, where $R$ is given by:

$$R = I(\tilde{X}; Y) - \delta'$$

The mutual information in (30) is evaluated when $\tilde{X}$ has distribution $Q_{\tilde{X}}$. $\delta'$ is a positive constant that can be arbitrarily small.

Each time we sample a codeword, we label it with $(i, j)$. Define $N_i$ and $N_j$ as the range of $i$ and $j$ as follows:

$$N_i = 2^{n(R - I(\tilde{X}; Y) - \delta_n)}$$

$$N_j = 2^{n(I(\tilde{X}; Y) + \delta_n)}$$

$\{\delta_n\}$ is a positive sequence whose details will be specified later. Again the mutual information in (32) is evaluated when $\tilde{X}$ has distribution $Q_{\tilde{X}}$. Note that we drop the subscript $\gamma$ in this expression since the value of the mutual information does not depend on $\gamma$ when $\tilde{X}$ has the distribution $Q_{\tilde{X}}$.

The label $i$ takes values from $1, ..., N_i$, $j$ takes values from $1, ..., N_j$. The initial value for $i$ and $j$ are both 1. After we label a codeword, if $j < N_j$, then we increase $j$ by one. Otherwise, increase $i$ by one and reset $j$ to 1.

Let $C$ denote a codebook in the codebook ensemble $\{C\}$. Let $x^n_{i,j}$ denote the codeword in the codebook $C$ that is labeled with $(i, j)$.

**D. Encoder**

The encoder $f_n$ uses $K$ codebooks $C_1, ..., C_K$ sampled from the codebook ensemble. The choice of $K$ and the existence of $K$ good codebooks shall be determined later.

For each codebook $C$, we define its associated encoder $f_{n,C}$ as follows: Let the confidential message $W$ be uniformly distributed over the set of $\{i\}$. Given $W = i$, $f_{n,C}$ selects a codeword from all the codewords with label $i$ in codebook $C$ according to a uniform distribution. With this encoder, we observe that $(i, j)$ has a uniform distribution.

The encoder $f_n$ is constructed from $f_{n,C_1}, ..., f_{n,C_K}$ as in the two stage transmission scheme from [21]:

1. In the first stage, the transmitter chooses the value for an integer $K'$ from $\{1, ..., K\}$ according to a uniform distribution. Given $W = i$, $f_n$ outputs the codeword with label $(i, j)$ computed by $f_{n,C_{K'}}$.

2. In the second stage, $K'$ is transmitted to the intended receiver using a good channel codebook for the main channel.

**E. Decoder**

The decoder of the intended receiver first decode $K'$, then decode the confidential message using $\psi_{n,C_{K'}}$.

As in [19], for a given codebook $C$, the intended receiver uses a maximum likelihood decoder: Upon receiving $Y^n = y^n$, the decoder $\psi_C(y^n)$ is given by

$$\psi_C(y^n) = \arg \max_{i,j,x^n_{i,j} \in C} \|y^n - H^n x^n\|$$

The probability of decoding error for each codeword, and the average probability of decoding error for each codebook $C$ and the codebook ensembles are defined as:

$$\lambda_{C,i,j} = \Pr(\psi_C(\tilde{Y}^n) \neq (i, j)|\tilde{X}^n = x^n_{i,j})$$

$$\lambda_C = \frac{1}{N_iN_j} \sum_{i,j} \lambda_{C,i,j}$$

$$\lambda = \mathbb{E}_C[\lambda_C]$$

Since the codebook ensemble is constructed as in [19], we know that for some $n_0$ there exists a positive error exponent $E(R(\delta'))$ that [19]

$$\lambda \leq 5 \exp(-nE(R(\delta'))), \forall n > n_0$$

**F. Existence of $C_1, ..., C_K$**

In this section, we show that there exists $K$ good codebooks which can be used by the encoder to achieve a strong secrecy rate. We begin by introducing somenotations. Let $\tilde{X}_G^n$ denote $\tilde{X}^n$ when it is sampled in an i.i.d. fashion from the input distribution $Q_{\tilde{X}}(x)$ instead of the codebook. Let $\tilde{X}_P^n$ denote $\tilde{X}^n$ when it is sampled in an i.i.d. fashion from the $n$-letter truncated Gaussian input distribution $Q_{\tilde{X}}$ instead of the codebook.

Let $\tilde{Y}_T^n$, $\tilde{Y}_P^n$, $\tilde{Y}_G^n$ denote $\tilde{Y}^n$ when $\tilde{X}^n$ is $\tilde{X}_T^n$, $\tilde{X}_P^n$, or uniformly distributed over the codebook $C$ respectively.

Let $\gamma$ index a sequence of the eavesdropper channel states over $n$ channel uses: $\tilde{H}_\gamma(1), ..., \tilde{H}_\gamma(n)$. We use $d_{\gamma,C}$ to denote the variational distance between two distribution $p_{\tilde{Y}_T^n, \tilde{Y}_T^n}^{\gamma}$ and $p_{\tilde{Y}_P^n, \tilde{Y}_G^n}^{\gamma}$, which is defined as:

$$d_{\gamma,C} = \sum_{\gamma} \int_{\gamma} \|p_{\tilde{Y}_T^n, \tilde{Y}_T^n}^{\gamma}(z^n) - p_{\tilde{Y}_P^n, \tilde{Y}_G^n}^{\gamma}(z^n)\|dz^n$$

As we shall see in Lemma 3, a sufficiently small variational distance can imply strong secrecy. Hence the goal of the proof is to find a good bound on the variational distance.
We shall also use the notion of normalized variational distance: For a given codebook $C$, and a given eavesdropper channel state sequence $\{H_i(1), \ldots, H_i(n)\}$, the normalized variational distance $d'_{\gamma,C}$ is defined as:

$$d'_{\gamma,C} = \frac{1}{2} \sum_w p_W(w) \int_{\mathbb{Z}} |f_{\gamma,Y_c^M}(z^n) - f_{\gamma,Y_c^M}(z^n)|dz^n$$

which satisfies:

$$0 \leq d'_{\gamma,C} \leq 1$$

It can be shown that $d'_{\gamma,C}$ is related to $d_{\gamma,C}$ via [22]:

$$d_{\gamma,C} \leq 4d'_{\gamma,C} + 8e^{-\alpha(\varepsilon_p)}$$

With these definitions and notations, proving the existence of $K$ codebooks that yield small variational distance universally is done by the following steps:

1) We begin by proving for any given sequence of the eavesdropper channel states, the variational distance averaged over an ensemble of wiretap codebooks decreases uniformly and exponentially fast with respect to the code length $n$.

2) Then, we create a finite a subset of channel state sequences by quantizing them. We use the correlation elimination argument from [21] to show that there exists a small number of codebooks in the codebook ensemble such that the variational distance averaged over these codebooks is small when the eavesdropper channel state sequence is in this finite set.

3) Then we show that when the eavesdropper channel state sequence is outside the finite set, the variational distance averaged over this small set of codebooks can be approximated by the variational distance when the eavesdropper channel state sequence is in the finite set and hence is also small.

The first step of the proof outline is shown by the following lemma whose proof can be found in [22].

**Lemma 1:** [22] For a given $\varepsilon > 0$, if $\delta_n$ is chosen as:

$$\delta_n \geq \max\{2\varepsilon, \varepsilon + \frac{\alpha(\varepsilon_p)}{2} \log_2 \varepsilon\}$$

then there exists a constant $c'$ such that for sufficiently large $n$, we have:

$$E_C[d'_{\gamma,C}] \leq \exp(-c'n)$$

The value of $c'$ depends only on $\varepsilon$ and $\varepsilon_p$. The minimum $n$ for (43) to hold depends only on $\varepsilon p$.

Applying (43) to (41), we complete the first step in the proof outline.

We then define the finite set $S_M$ of $\gamma$ in the second step of proof outline as follows: If the real and imaginary parts of each element in $M\bar{H}(i)$ are integers for all $i = 1, \ldots, n$, then $\gamma \in S_M$. Note that from (15), $\bar{H}(ii) = \bar{H}(ii) | = 1_{N_E \times N_E}$, hence the absolute value of the real and imaginary parts of each element in $\bar{H}(i)$ can not exceed 1. Therefore $S_M$ is a finite set with at most $(2M + 1)^2N_E^2$ components.

We next use the correlation elimination argument from [21] and consider $K$ codebooks, $C_1, \ldots, C_K$, each generated as described in Section IV-C. $C_k$ is a random variable, and so is $\frac{1}{K} \sum_{k=1}^K d_{\gamma,C_k}$. Since for different $k$, $C_k$ are i.i.d., $d_{\gamma,C_k}$ are also i.i.d.. These facts, along with (40), mean that the derivation in [21, (4.1)-(4.5)] can be applied here. In particular, the $j$, $T_j$, $\varepsilon$ and $R$ in [21] corresponds to $k$, $d_{\gamma,C_k}$, $c'$ and $K$ here respectively. Consider a positive sequence $\{C_n\}$. Reference [21, (4.1)-(4.5)] shows that if (43) and (40) holds, for $\alpha' > 0$ and for $n$ that satisfies:

$$1 + e^{\alpha' e^{-c'n}} \leq e^{\alpha n}$$

we have:

$$\Pr\left(\frac{1}{K} \sum_{k=1}^K d_{\gamma,C_k} \geq \epsilon_n\right) \leq e^{-(\alpha' - 1)\varepsilon_n}.$$  

Let $\alpha' = 2$. Then we have

$$\Pr\left(\frac{1}{K} \sum_{k=1}^K d_{\gamma,C_k} \geq \epsilon_n\right) \leq e^{-\varepsilon_nK}.$$  

Let $|S_M|$ denote the size of the set $S_M$. Then we have:

$$\Pr\left(\frac{1}{K} \sum_{k=1}^K d_{\gamma,C_k} \geq \epsilon_n, \forall \gamma \in S_M\right) \geq 1 - |S_M| \Pr\left(\frac{1}{K} \sum_{k=1}^K d_{\gamma,C_k} > \epsilon_n\right)$$  

$$= 1 - |S_M| e^{-\varepsilon_nK}$$

We next consider the third step in the proof outline. When $\gamma \notin S_M$, we have the following lemma, whose proof is provided in [22].

**Lemma 2:** [22] For $\varepsilon > 0$, define $r'$ and $r$ as:

$$(r')^2 = \frac{2N_TN_EP}{M^2} \quad r' = r + \sqrt{N_E(1 + \varepsilon)}$$

Define $g(r, r')$ as

$$g(r, r') = r'(2r + r')$$

if we can choose $M$ with respect to $n$ such that

$$ng(r, r') < 1$$

then there must exist $\gamma'$ in $S_M$ such that

$$d_{\gamma',C} \leq d_{\gamma,C} + e^{-\alpha(\varepsilon_p)} + ng(r, r')$$

where $\alpha(\varepsilon)$ is a positive constant that only depends on $\varepsilon$.

From Lemma 2, it follows that we have:

$$\frac{1}{K} \sum_{k=1}^K d_{\gamma,C_k} \leq \frac{1}{K} \sum_{k=1}^K d_{\gamma',C_k} + e^{-\alpha(\varepsilon_p)} + ng(r, r').$$

To conclude the second and third steps in the proof outline, we still need to choose $\epsilon_n$, the number of codebooks $K$ and the variable $M$, which controls the size of the set $|S_M|$ carefully such that for sufficiently large $n$,

1) (44) is satisfied.
2) $\frac{1}{K} \sum_{k=1}^{K} d_{\gamma,C_k}^* \in (47)$ vanishes with high probability for $\gamma \in S_M$. This can be established if $\epsilon_n$ in (47) converges to 0 and (49) converges to 1 as $n$ goes to $\infty$.

3) $\frac{1}{K} \sum_{k=1}^{K} d_{\gamma,C_k}^*$ on the left hand side of (54) vanishes for $\gamma \notin S_M$. In order to use the bound (54) to establish this, (52) must be satisfied and the right hand side of (54) must vanish as well, which relies on 2).

4) The average probability of decoding error for each codebook, $\lambda_{C_k}, k = 1, ..., K$, vanishes with high probability.

A proper choice for $\epsilon_n, K$ and $M$ is as follows: For a positive constant $\epsilon'$ such that
\[ \epsilon' < c', \] (55)
\[ \epsilon' < \alpha(\epsilon) \] (56)
\[ \epsilon' < \alpha(\epsilon P) \] (57)
\[ 2\epsilon' < E(R(\delta')) \] (58)

$\epsilon_n, K$ and $M$ are chosen to be:
\[ \epsilon_n = e^{-\epsilon' n} \] (59)
\[ K = e^{2\epsilon' n} \] (60)
\[ M = e^{2\epsilon' n} \] (61)

$\epsilon'$ in (55) was given in (43).

We first check if these choices satisfy (44). We observe that, since $\epsilon_n > 0$, the right hand side of (44) is lower bounded as:
\[ e^{\epsilon_n} \geq 1 + \epsilon_n \] (62)
which, due to (59), equals:
\[ 1 + e^{-\epsilon' n} \] (63)

Due to (55), we find (63) is greater than the left hand side of (44) for sufficiently large $n$ such that
\[ 1 + e^{2\epsilon' n} e^{\epsilon' n} < 1 + e^{-\epsilon' n} \] (64)

Hence, (44) is satisfied.

We next check whether requirement 2) is satisfied. We observe from (59) and (60) that
\[ e^{-\epsilon_n K} = e^{-\epsilon_n e^{\epsilon' n} e^{\epsilon' n}} = e^{-\epsilon_n e^{2\epsilon' n}} \] (65)

We also observe that, due to (61), for sufficiently large $n$,
\[ 2M + 1 \leq e^{4\epsilon' n} \] (66)

Hence,
\[ |S_M| = (2M + 1)^{2N_T N_R n} < e^{8N_T N_R e^{2\epsilon' n} n^2} \] (67)

Therefore, from (65) and (67), we have:
\[ \lim_{n \to \infty} |S_M| e^{-\epsilon_n K} = 0 \] (68)

This means (49) will converge to 1 when $n$ goes to $\infty$. Since $\epsilon_n$ is shown by (59) to converge to 0 when $n$ goes to $\infty$, we observe, from (47)-(49), that $\frac{1}{K} \sum_{k=1}^{K} d_{\gamma,C_k}^*$ in (47) vanishes with high probability.

We next check whether requirement 3) is satisfied by examining (54). We observe from (50) and (51) that $\tilde{g}(r,r')$ decreases at the rate of $1/M$ which, according to (61), equals $e^{-2\epsilon' n}$. Hence for sufficiently large $n$, we have
\[ n\tilde{g}(r,r') < e^{-1.5\epsilon' n} < e^{-\epsilon' n} = \epsilon_n \] (69)

holds and (52) is satisfied.

Also, due to (56), we have
\[ e^{-n\alpha(\epsilon)} < e^{-n\epsilon'} = \epsilon_n \] (70)

If, for the $\gamma'$ in (54),
\[ \frac{1}{K} \sum_{k=1}^{K} d_{\gamma',C_k}^* < \epsilon_n \] (71)
then, from (69), (70) and (54), we have
\[ \frac{1}{K} \sum_{k=1}^{K} d_{\gamma,C_k} < 3\epsilon_n \] (72)

which means requirement 3) is fulfilled.

Finally, we consider $\lambda_{C_k}$. From Markov inequality and (36)-(37), we have:
\[ \Pr \left( \lambda_{C_k} > 5nK e^{-n\epsilon'(R(\delta'))} \right) \leq \frac{1}{nK} \] (73)

Therefore:
\[ \Pr \left( \exists k : \lambda_{C_k} > 5nK e^{-n\epsilon'(R(\delta'))} \right) \leq \frac{1}{nK} \sum_{k=1}^{K} \Pr \left( \lambda_{C_k} > 5nK e^{-n\epsilon'(R(\delta'))} \right) \leq \frac{1}{n} \] (74)

Or equivalently
\[ \Pr \left( \lambda_{C_k} \leq 5nK e^{-n\epsilon'(R(\delta'))}, k = 1, ..., K \right) \geq 1 - \frac{1}{n} \] (77)

Hence, from (47)-(49), (68) and (71)-(72) and (77), we observe there must exist $K$ codebooks, where $K$ is given by (60), such that for any $k$ and $\gamma$, $\lambda_{C_k} \leq 5nK e^{-n\epsilon'(R(\delta'))}$
\[ \frac{1}{K} \sum_{k=1}^{K} d_{\gamma,C_k} < 3\epsilon_n \] (79)

$\epsilon_n$ is given by (59).

Equation (79) can be used to derive a bound on $\frac{1}{K} \sum_{k=1}^{K} d_{\gamma,C_k}$, which can be used to derive strong secrecy later. Due to (57), we have, from (41), for sufficiently large $n$:
\[ 12\epsilon_n = 12e^{-n\epsilon'} > 8e^{-n\alpha(\epsilon P)} \] (80)

Hence from (41), (79) implies
\[ \frac{1}{K} \sum_{k=1}^{K} d_{\gamma,C_k} < 24\epsilon_n, \ \forall \gamma \] (81)
It remains to check whether the right hand side of (78) vanishes. By applying (60) to the right hand side of (78), we find it equals:

$$5n e^{-n(E(R(\theta')) - 2\varepsilon')}$$

Due to (58), we find that the right hand side of (78) converges to 0 when $n \to \infty$. This means:

$$\lim_{n \to \infty} \lambda_{c_k} = 0, \quad \forall k$$

Hence we conclude there exists $K$ codebooks such that for each codebook both the average probability of decoding errors and the variational distance vanish uniformly for all possible eavesdropper channel state sequences when the code length $n$ increases.

**G. Probability of Decoding Error**

Let $\tilde{K}'$ be the result decoded by the intended receiver for $K'$. Then

$$\Pr \left( W \neq \tilde{W} \right) \leq \Pr \left( K' \neq \tilde{K}' \right) + \Pr \left( W \neq \tilde{W} | K' = \tilde{K}' \right)$$

$$= \Pr \left( K' \neq \tilde{K}' \right) + \frac{1}{R} \sum_{k=1}^{K} \lambda_{c_k}$$

Since $\lim_{n \to \infty} \Pr \left( K' \neq \tilde{K}' \right) = 0$ and (83) holds, we have

$$\lim_{n \to \infty} \Pr \left( W \neq \tilde{W} \right) = 0.$$

**H. From Variational Distance to Strong Secrecy**

The variational distance for this coding scheme, $d_{\gamma}$, is given by

$$d_{\gamma} = d \left( p W P K'_\gamma f_{\gamma}, \tilde{Y}_{\gamma}, p W P K'_\gamma f_{\gamma}, \tilde{Y}_{\gamma}^n, \| W \right)$$

$$= \frac{1}{R} \sum_{k=1}^{K} d_{\gamma, c_k}$$

From (81) and (59), we observe that (88) decreases at the speed of $e^{-\varepsilon'n}$. Then we use the following lemma to relate variational distance with strong secrecy:

**Lemma 3:** [23, Lemma 1] Let $|\mathcal{W}|$ be the cardinality of the message set $\mathcal{W}$. Then we have:

$$I \left( W; \tilde{Y}_{\gamma}^n \right) \leq d_{\gamma, c} \log_2 \frac{|\mathcal{W}|}{d_{\gamma, c}}$$

From Lemma 3, we have:

$$\lim_{n \to \infty} I \left( W; K', \tilde{Y}_{\gamma}^n \right) = 0, \quad \forall \gamma$$

The convergence is uniform over all possible eavesdropper channel matrix sequences and the limit decreases exponentially fast with respect to $n$. Let $n'$ denote the total number of channel uses. Then the second stage takes $n_2$ channel uses with $n_2$ given by:

$$n_2 = \frac{1}{R_0} \log_2 K = \frac{2\varepsilon' \log_2 e}{R_0} n$$

where $R_0 > 0$ is the rate of the conventional channel codebook $C_0$. The first stage takes $n$ channel uses. Therefore

$$n' = n + n_2 = \left( \frac{2\varepsilon' \log_2 e}{R_0} + 1 \right) n$$

Let $\tilde{Y}_{\gamma}^n$ denote the signals received by the eavesdropper during the second stage. Then

$$\lim_{n' \to \infty} I \left( W; \tilde{Y}_{\gamma}^n \right) = \lim_{n' \to \infty} I \left( W; \tilde{Y}_{\gamma}^n, \tilde{Y}_{\gamma}^{n_2} \right)$$

$$\leq \lim_{n' \to \infty} I \left( W; K', \tilde{Y}_{\gamma}^n \right)$$

$$= \lim_{n' \to \infty} I \left( W; K', \tilde{Y}_{\gamma}^n \right) = 0, \quad \forall \gamma$$

**I. Secrecy Rate**

Let $c_4 = \delta + \max \{ 2\varepsilon, \varepsilon + \frac{\alpha(\gamma)}{2} \log_2 e \}$. Define $c(\varepsilon')$ as

$$c(\varepsilon') = \left( \frac{2\varepsilon' \log_2 e + 1}{R_0} \right)^{-1}$$

which represents the rate loss due to the second stage. $c(\varepsilon')$ can be made arbitrarily close to 1 by making $\varepsilon'$ small. The secrecy rate is then given by:

$$\lim_{n' \to \infty} \frac{1}{n'} I \left( \tilde{X}; Y \right) \geq I \left( \tilde{X}; Y \right) - N_E C \left( P(1 - \varepsilon_P) \right) - c_4 c(\varepsilon')$$

From (29), we notice (99) can be made arbitrarily close to

$$I \left( \tilde{X}; Y \right) - N_E C \left( P \right)$$

Therefore, the same secrecy rate as given in (13) is achievable even when the eavesdropper channel is arbitrarily varying.

**J. Converse for Corollary 1**

In this section, we establish the result in Corollary 1, by providing the converse for the high SNR characterization of the secrecy rate found in (100).

Since $\tilde{H}$ can be arbitrary, when $N_E \geq N_T$, we can choose $\tilde{H}$ as $[I_{N_T \times N_T}, 0_{N_T \times (N_T - N_E)}]^T$. The eavesdropper in this case has perfect knowledge of the transmitted signal. Clearly, the secrecy capacity is 0.

We next consider the case when $N_E < N_T$. We use $X_i^j$ to denote the $i$th to the $j$th component in a vector $X$. The secrecy rate is upper bounded by [4]:

$$I \left( X; Y \right)$$

When $N_T \geq N_R$, we assume $H = [D_{N_R \times N_T}, 0_{N_T \times (N_T - N_R)}]$ for a diagonal matrix $D_{N_R \times N_R}$. Since $\tilde{H}$ is arbitrary, we choose $\tilde{H}$ as $[I_{N_E \times N_E}, 0_{N_E \times (N_T - N_E)}]$. Then (101) equals:

$$I \left( X; D_{N_R \times N_T}, X_1^{N_T} + Z | X_1^{N_E} \right)$$

$$= I \left( X_1^{N_T}, X_1^{N_T}; D_{N_R \times N_T}, X_1^{N_T} + Z | X_1^{N_E} \right)$$

$$= I \left( X_1^{N_T}, X_1^{N_T}; D_{N_R \times N_T}, X_1^{N_T} + Z | X_1^{N_E} \right)$$

3 Else, we can perform SVD on $H$ and transform it into this form.
When $N_T < N_R$, we assume $H = [D_{N_T \times N_T} \times_{N_T} (N_R - N_T)]^T$ for a diagonal matrix $D_{N_T \times N_T}$. We use the same $\tilde{H}$ as we did in the previous case. Then (101) equals:

$$I \left( X^T_{N_T}; D_{N_T \times N_T} \times_{N_T} X^T_{N_R} + Z | X^T_{N_E} \right) = I \left( X^T_{N_T}; D_{N_T \times N_T} \times_{N_T} X^T_{N_R} + Z_1 | X^T_{N_E} \right)$$

(105)

Define $N_m = \min\{N_T, N_R\}$. Then, in both cases, (101) can be written as:

$$I \left( X^T_{N_m}; D_{N_m \times N_m} \times_{N_m} X^T_{N_m} + Z_1 | X^T_{N_E} \right) (107)$$

which equals:

$$I \left( X^T_{N_m}; \tilde{Y}^T_{N_m} | X^T_{N_E} \right) (109)$$

It can be verified that (109) is upper bounded by [22]:

$$I \left( X^T_{N_m}; \tilde{Y}^T_{N_m} | \tilde{X}^T_{N_E} \right) (110)$$

Since we assume $H$ of the original MIMO wiretap channel has a full rank, $D_{N_m \times N_m}$ also has full rank. Hence the elements on the diagonal line of $D$ are all positive. This means equation (110) increases at a rate of $O((\min\{N_T, N_R\} - N_E)C(P))$. Hence we have proved the converse of Corollary 1.

V. CONCLUSION

In this work, we have considered secure communication in the presence of eavesdroppers whose channels are unknown to the legitimate parties and can be arbitrarily varying. We have shown that multiple antennas used in conjunction with the universal coding scheme presented in this paper can guarantee positive secrecy rates irrespective of the channels of the (possibly infinite numbers of) eavesdroppers. As an example, we have achieved positive secrecy rates for the MIMO wiretap channel. It matches with the converse in terms of secure degrees of freedom.

The methods developed in this work can be extended to multi-user scenarios including the MIMO-MAC wiretap channel and MIMO-broadcast wiretap channels. Results on these two models where each legitimate node has the same number of antennas can be found in [22].
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