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MMSE Transmitter Design for Correlated MIMO
Systems with Imperfect Channel Estimates:

Power Allocation Trade-offs
Semih Serbetli, Member, IEEE, and Aylin Yener, Member, IEEE

Abstract— We investigate the transmit precoder design prob-
lem for a multiple input multiple output (MIMO) link with
correlated receive antennas, considering the effect of channel
estimation. We work with the total mean squared error (MSE)
as the performance measure, and develop transceiver structures
considering the effect of channel estimation and the correlation
of the MIMO link. The proposed transceiver structures are opti-
mum in the sense of minimizing the total MSE and distributing
the total MSE equally among the parallel data streams. Moti-
vated by the substantial effect the channel estimation process can
have on the system performance, we next investigate the problem
of how the correlated MIMO link should distribute its total
available power between power expended for channel estimation
versus data transmission. The optimum power allocation problem
between the training sequences for channel estimation and data
transmission for the correlated MIMO link is shown to have a
unique solution, that is different than the uncorrelated case. It is
observed that the proposed transceiver achieves near-minimum
MSE values via a relatively wide range of power allocation
parameters. This is in contrast to the transceiver that is oblivious
to the estimation errors when a more precise power allocation
strategy is needed to achieve the best performance. Our results
demonstrate that the correlation structure of the MIMO link has
a profound effect on the performance, and that the transceiver
optimization should be done by taking both the correlation and
the channel estimation process into account.

Index Terms— Correlated MIMO system, linear precoding,
MMSE receiver, channel estimation, power allocation.

I. INTRODUCTION

CONSIDERING the rapidly increasing demand for high
data rate and reliable wireless communications, spec-

trally efficient transmission schemes are of great importance
for next generation wireless systems. Recent studies indicate
that using multiple antennas at the transmitter and receiver
can dramatically improve the performance of wireless com-
munication systems [1]. There has been considerable research
in exploiting the space dimension through transmit diversity,
space-time coding and spatial multiplexing for multiple input
multiple output (MIMO) systems [2]–[4].
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Performance of a MIMO system is highly dependent on the
channel state information (CSI) available at both the transmit-
ter and the receiver side. Hence, estimation of the channel
at the receiver side, and feedback of this information to the
transmitter side have significant impact on the performance. In
the absence of channel state related feedback to the transmitter
side, multiple antennas can be used for spatial multiplexing
[5], or for space-time coding [2], [3]. The effect of receiver
side channel estimation on such schemes is analyzed in [3],
[6]–[8]. Spatial multiplexing can significantly benefit from
transmit precoding when channel information is available at
the transmitter side. In such cases, designing the appropriate
precoding strategy has been studied under a variety of system
objectives [4], [9]–[11]. These studies assume exact CSI at
both transmitter and receiver side.

In order to be able to employ precoding at the transmitter,
the MIMO channel has to be estimated at the receiver, and
in turn should be fedback to the transmit side. Towards that
end, the design of optimum training sequences for estimation
of uncorrelated and correlated MIMO channels are studied
in [6], [7], [12]. Also considered in detail, in references
[13]–[18], are optimal transmission strategies with imperfect
CSI at the transmitter side. We must note that all of these
approaches optimize the transmission strategy for a given
channel estimation process, and assume perfect CSI at the
receiver side. In contrast, in this paper, we will consider the
existence of errors in the channel estimates both at the receiver
and at the transmitter.

In practice, it is likely that the total transmission power
budget would be limited for the MIMO system. When this
is the case, it is meaningful to ask what fraction of the
resources should be devoted to estimation versus actual data
transmission. Towards that end, optimum training sequences
and power allocation among the training sequences and data
transmission are found for BLAST transmission in [7]. Refer-
ence [7] considered a lower bound of the sum capacity as the
performance metric, and assumed uncorrelated MIMO links.
In contrast, in this paper, we will consider a more practical
performance metric, MSE, and address the more general case
of correlated links.

In this paper, we consider the uplink of a MIMO system
with correlated receive antennas. The existence of correlation
between the receive antennas is a likely scenario, for example,
when fewer local scatterers exist near the base station antennas
for the uplink. We will address the case where the receiver
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estimates the channel, and that both the transmitter and
receiver have access to the same imperfect CSI. Throughout
the paper, we will use the total mean squared error (MSE)
as our performance metric, a metric that is widely used for
multi-symbol transmission [9], [19]. The contribution of this
paper is two fold:
• We investigate the joint effect of channel estimation process
and the correlation among the receiver antennas on the design
of the precoder and the decoder for the MIMO system, with
the objective of minimizing the MSE, such that each symbol
is transmitted with an equal MSE performance. We show
that knowing that we have an estimate of the channel, we
can design the precoder and decoder more robust to channel
estimation errors. We derive the optimal precoder and decoder
structures, and show that the optimal linear transceivers pro-
posed in [9] are not optimal for correlated MIMO systems with
channel estimates. We show that both the correlation, and the
channel estimation process should be taken into account for
transceiver optimization. We also show, using the optimum
transceiver we propose, that the number of independent data
streams that can be transmitted through the channel for a given
MSE target, can be larger than the rank of the channel matrix,
a bound suggested by earlier work [9].
• Motivated by the profound effect of the quality of channel
estimation on the MSE metric, we consider the problem of
optimum sharing of resources between the process of channel
estimation and data transmission. We consider the total power
as the limited resource, similar to [7], [20], but consider
the more general problem of power allocation between the
channel estimation and data transmission for the correlated
MIMO link. We show that, given the coherence time of the
channel, there is a unique solution to the optimum power
allocation problem. We observe that, unlike the uncorrelated
case addressed in [20], the optimum power allocation derived
for minimizing the MSE, is different than the optimum power
allocation found in [7] that considers a lower bound of the sum
capacity as the performance metric. Therefore, we once again
observe the correlations and the channel estimation process
should be explicitly taken into account in identifying the
power allocation trade-offs. The results also demonstrate that
the system performance is more sensitive to the transceiver
design rather than the power allocation. That is, with the
“right” transceiver design, we can afford to be more flexible
in distributing the total power between data transmission and
channel estimation.

The organization of the paper is as follows. In Section II,
the system model is described, and the performance metric
is formulated. The optimum transceiver structure and the
upper bound on the number of independent data streams are
derived in Sections III and IV. The problem of optimum
power allocation between training and data transmission is
formulated and solved in Section V. Section VI provides
the numerical results supporting the analysis. Section VII
concludes the paper.

II. SYSTEM MODEL AND PERFORMANCE METRIC

We consider a communication link consisting of NT trans-
mitter antennas and NR receive antennas. The transmitter
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Fig. 1. System Model

multiplexes a fixed number of data streams M through its NT

transmit antennas employing an NT ×M linear transmitter F
in one symbol period (Fig. 1). We assume that the number
of data streams is given and fixed first, and analyze the
effect of channel estimation on the design of linear transmitter
(precoder) and receiver (decoder). We remove this assumption
later in the paper, and determine the maximum number of data
streams that can be transmitted with a certain MSE target.
Similar to the notation in [9], the received vector is

r = HFs + n (1)

where, s is the M × 1 symbol vector, H is a realization of
the NR × NT random matrix of complex channel gains with
arbitrarily correlated receive antennas, H, with E{HH†} =
NTCRX , and uncorrelated transmit antennas, E{H†H} = γI,
where (·)† denotes the hermitian of a vector or matrix. n is
the zero mean complex Gaussian noise vector with E

[
nn†] =

σ2I.

We assume that the channel is flat fading with coherence
time of (Ltr + Ld) symbols where Ltr symbol intervals are
dedicated to training sequences, and the remaining Ld to data
transmission. The total power available to the system for the
entire interval is Ptotal where Ptr portion of it is used for
the transmission of the training sequences and the remaining
portion is distributed equally among the Ld symbols. Thus,
the precoder should be designed with the power constraint
tr{FF†} ≤ Ps = (Ptotal − Ptr)/Ld.

Reference [12] showed that orthogonal training sequences
that require Ltr ≥ NT are optimum for estimating MIMO
channels with correlated receive antennas. Hence, throughout
this paper, we will assume that Ltr ≥ NT and orthogonal
training sequences are used for the channel estimation process.
Following the channel estimation model for MIMO systems
in [6], [7], [12], when orthogonal training sequences are
transmitted from each transmit antenna, i.e., t†i tj = δij , the
received signal at the ith receive antenna is given by

ri =
NT∑
j=1

√
Ptr/NT hijtj + ni (2)

where hij is the channel gain from the jth transmit antenna
to the ith receive antenna, and ni is the zero mean com-
plex Gaussian noise vector at the ith receive antenna with
E

[
nin

†
i

]
= σ2I. We obtain a noisy version of hij , ĥij ,

simply by

ĥij =
√

NT /Ptrt
†
jri = hji+

√
NT /Ptrt

†
jni = hij+xij (3)
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where xij is the zero mean complex Gaussian noise with

E
[
xijx

†
ij

]
= σ2

e = NT σ2/Ptr. Note that xijs are indepen-
dent of hij and i.i.d. ∀i, j. Thus, when orthogonal training
sequences are used, the receiver observes a noisy version of
the MIMO channel Ĥ = H + X . Ĥ is an NR × NT matrix
whose (i, j)th entry is ĥij . X is a random matrix with i.i.d.

complex Gaussian entries having CN(0, σ2
e = (σ2NT )

Ptr
), and

is independent of the MIMO channel H. Ĥ will be utilized
for designing the linear precoder which is fedback to the
transmitter via an error-free and low-delay feedback channel.
Recall that H is a complex Gaussian random matrix with
E{HH†} = NTCRX = NTURXΛU†

RX . Hence, the channel
estimate can be represented as

Ĥ = URXΛ1/2HW + X (4)

where the elements of HW are i.i.d. with CN(0, 1). Using
simple algebra and the Bayes’ rule, it is easily seen that the
distribution of the ith column of H, Hi, for a given estimate
Ĥ = Ĥ is CN((Hμ)i,CH|Ĥ) with

E{Hi|Ĥ = Ĥ} = (Hμ)i = URXΛ(Λ+σ2
eI)

−1U†
RXĤi (5)

E{HiH†
i |Ĥ = Ĥ} = CH|Ĥ = σ2

eURXΛ(Λ + σ2
eI)

−1U†
RX

(6)
where Ĥi represents the ith column of Ĥ. Observe that from
the receiver’s perspective, the actual channel is a random
MIMO channel with mean Hμ = [(Hμ)1, (Hμ)2...(Hμ)NT ]
and; E{HH†|Ĥ = Ĥ} = NTCH|Ĥ and E{H†H|Ĥ = Ĥ} =
υI.

Let us denote the M×NR linear receiver by G; the decision
statistic y, for a channel realization H, is then given by

y = GHFs + Gn (7)

For a given channel estimate, Ĥ, the total MSE can be
expressed as

MSEĤ = E
[‖y − s‖2

]
= E

[
tr
{
F†H†G†GHF − F†H†G† − GHF + I + σ2GG†}]

(8)
where tr{A} denotes the trace of matrix A.

Total MSE minimization by choosing the transmitters and
receivers has been studied for uncorrelated MIMO links with
exact channel state information in [9]. In practice, the channel
state information available to the transmitter and receiver
would not be perfect. In Section III, we pose the problem
of minimizing the total MSE for a given noisy observation of
the correlated MIMO channel, MSEĤ, considering equal MSE
among the parallel data streams, and construct the optimum
transceiver structure.

Note that when the optimum linear transmitter and receiver
are used at each realization, the total MSE over all channel
realizations and estimates, MSE, can be expressed as

MSE = E

[
min

{F,G}
MSEĤ

]
(9)

We will use MSE in (9) as the performance metric in Sec-
tion V.

III. TRANSMITTER OPTIMIZATION WITH CHANNEL

ESTIMATION

Our aim in this section is to find the MSE minimizing
transceiver structure that takes the effect of channel estimation
into account. We also impose the constraint of achieving
equal MSE among the parallel data streams. The optimization
problem is

min
{F,G}

MSEĤ = tr{B} (10)

s.t. tr{FF†} ≤ Ps; MSE1 = MSE2 = ... = MSEM

where

B = E
[
F†H†G†GHF − F†H†G† − GHF + I + σ2GG†],

and MSEi is the individual MSE of data stream i, and is the
(i, i)th entry of B.

As mentioned in the previous section, the actual channel
matrix is not known at the receiver side and from the receiver’s
perspective it is a random MIMO channel with a known
distribution. Using the distribution derived in the previous
section, H can be modelled as H = Hμ + C1/2

H|ĤZ where
Z is a random matrix with i.i.d. complex Gaussian entries
of CN(0, 1). Reformulating the total MSE in terms of Hμ,
CH|Ĥ, and Z we have

MSEĤ = E[tr{F†H†
μG

†GHμF+F†Z†C1/2

H|ĤG†GC1/2

H|ĤZF

+F†Z†C1/2

H|ĤG†GHμF + F†H†
μG

†GC1/2

H|ĤZF−F†H†
μG

†

−F†Z†C1/2

H|ĤG† − GHμF − GC1/2

H|ĤZF + I + σ2GG†}]
(11)

Using the properties of random matrices with zero mean i.i.d.
entries, E{ZAA†Z†} = σ2

z tr{AA†}I and E{AZ} = 0 for
an arbitrary matrix A, and taking the expectation with respect
to Z , the total MSE can be expressed as

MSEĤ = tr{F†H†
μG

†GHμF − F†Hμ
†G† − GHμF

+I + G(σ2I + tr{FF†}CH|Ĥ)G†} (12)

Observe that the total MSE in (12) has the same form of
the total MSE expression of a MIMO system with a chan-
nel matrix Hμ and a colored noise factor with covariance
Ccolored = σ2I + tr{FF†}CH|Ĥ.

Let us now consider the minimization of the total MSE in
terms of the precoder and decoder. The first order condition
with respect to the linear receiver (decoder) results in the well-
known MMSE receiver

G = F†H†
μ

(
Ccolored + HμFF†Hμ

†
)−1

(13)

Using (13), the total MSE function can be reformulated as

MSEĤ = tr{I − F†Hμ
†
(
Ccolored + HμFF†Hμ

†
)−1

HμF}
= M − NR + tr{T−1} (14)

where T = I + HeFF†He
† with He = C−1/2

coloredHμ. Notice
that the linear transmitter and receiver pair that minimizes
the total MSE is not unique, and any linear transmitter that
achieves the same covariance FF† = F̃F̃† achieves the same
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total MSE. Specifically, any {F�
opt} = FoptU† where U is an

arbitrary M ×M matrix satisfying U†U = I, also attains the
minimum MSE if Fopt does.

It is evident that the minimum total MSE without any
constraints lower bounds the minimum total MSE with fair-
ness constraints. However, as is noted below, the optimum
transceiver structure with fairness constraints lies in this set of
transmitters that yield the unconstrained minimum total MSE
for a special structure of U.

Defining the transmitter covariance matrix R = FF†, the
total MSE minimization problem without fairness constraints
can be restated as

min
R

MSEĤ = M − NR + tr
{
(I + HeRHe

†)−1
}

(15)

s.t. tr{R} ≤ Ps; R ≥ 0; rank(R) ≤ M

where A ≥ 0 refers to the positive semi-definiteness constraint
on A.

For M ≤ rank(He), reference [9] suggests that one possible
optimum linear transmitter is in the form of Fopt = VeQf

where Ve is an NT ×M orthogonal matrix that has columns
as the eigenvectors of the largest M eigenvalues of H†

eHe =[
Ve Ṽe

] [
Λe 0
0 Λ̃e

] [
V†

e

Ṽ†
e

]
where Λe is a diagonal matrix

containing the largest M eigenvalues arranged in a decreasing
order from top-left to bottom-right, and Qf = (μ−1/2Λ−1/2

e −
Λ−1

e )1/2
+ is a diagonal matrix with μ factor satisfying the

power constraint, and (.)+ = max(0, .). If Ĥ were the
perfect CSI, then the optimum linear transmitter would be
in the form of F̂opt = V̂eQ̂f with Q̂f = (μ̂−1/2Λ̂−1/2

e −
Λ̂−1

e )1/2
+ . V̂e, Λ̂e, and Q̂f are the corresponding eigenvectors,

eigenvalues and power allocation for 1/σ2Ĥ†Ĥ, respectively.
Observe that, in this case, the resulting eigen modes and
their corresponding power allocation would differ from the
solution of (15). It is important to note that optimum linear
transmitter uses only largest M eigen modes is due to the rank
constraint in (16), and rank of the optimum R can not be larger
than rank(He). Notice that when M ≥ rank(He), the rank
constraint in (16) is redundant for the optimization problem
since rank(He) ≥ rank(R), and optimum transmission uses
all eigen modes of the channel. Thus, the optimum transmit
covariance matrix for M = rank(He) is also the optimum co-
variance matrix for M > rank(He). Specifically, all optimum
linear transmitters are in the form of Fopt = VeQfU† where
U†U = I. Thus, the total MSE of each data stream can be
expressed by the diagonal entries of

B = I − F†Hμ
† (

Ccolored + HμFF†H†
μ

)−1
HμF

= UDU† (16)

where D is a diagonal matrix.
Now, consider a MIMO system where equal MSE values for

each symbol is required. Since the diagonal entries of B, the
achieved MSE of each data stream, are desired to be equal,
a U that results in a B matrix with equal diagonal entries
is needed. Reference [21] suggests that the discrete Fourier
transform (DFT) matrix or the Hadamard matrix (when M is
a power of 2) provides a simple construction of this special
matrix. The same construction is also used in [18], [19]. Such

a matrix with real entries can also be obtained using the
majorization theory: the eigenvalues of B always majorize
the equal diagonal entries which ensures the existence of such
a matrix U [22]. An arbitrary distribution of the total MSE
among the parallel data streams is possible if the eigenvalues
of B majorize the diagonal entries, the MSE targets of each
data stream [22]. Notice that U is an M × M unitary matrix
for M ≤ rank(He), and an M × rank(He) orthogonal matrix
for M > rank(He).

As a final note, consider the special case where the re-
ceive antennas are uncorrelated, E{HH†} = NT σ2

HI. In
this case, the conditional channel mean becomes a scaled
version of the channel estimate, Hμ = ρĤ = σ2

H

σ2
H+σ2

e
Ĥ

and the linear transceiver structure treats the residual channel
estimation error as AWGN resulting a total AWGN with a
variance ρ1 = σ2 + ρσ2

e tr{FF†} [20]. This property results
Fopt, the optimum linear transmitter, and F̂opt, the optimum
transmitter corresponding to channel Ĥ, to transmit in the
same eigen modes, but with different power allocation among
the eigen modes. Fopt is exactly the same as F̂opt only
when rank(F̂opt) = 1, i.e., only when the optimum transmit
precoder is a beamformer. Note that rank(F̂opt) = 1 when

Ps ≤ λ̂
−1/2
2 −λ̂

−1/2
1

λ̂
1/2
1

where λ̂1 and λ̂2 are the two largest

eigenvalues of 1
σ2 Ĥ†Ĥ. When rank(F̂opt) = 1, Fopt is

guaranteed to be rank 1 due to the fact that the two largest
eigenvalues of ρ2

ρ1
Ĥ†Ĥ, λ1 and λ2 are scaled versions of λ̂1

and λ̂2 with λ1

λ̂1
= λ2

λ̂2
= σ2ρ2

ρ1
< 1, and Ps ≤ λ̂

−1/2
2 −λ̃

−1/2
1

λ̂
1/2
1

≤
ρ1

σ2ρ2
λ
−1/2
2 −λ

−1/2
1

λ
1/2
1

. Notice that ρ2

ρ1
is inversely proportional

to the variance of the channel estimation error, σ2
e . As the

quality of the channel estimate decreases, σ2
e increases and,

the two largest eigenvalues of ρ2

ρ1
Ĥ†Ĥ decrease. In other

words, the effective SNRs of each eigen mode decrease. Thus,
the probability of the optimum linear transmitter to be a
beamformer increases when σ2

e increases, as in the case of
a MIMO system with perfect CSI operating in low SNR.

IV. RATE ALLOCATION

The previous section considered the transceiver optimization
problem for a given number of symbols to be transmitted. In
this section, we investigate how many parallel data streams the
transmitter can send given that each symbol has to experience
an MSE lower than or equal to a given MSE target.

The optimization problem is

max
{F,G}

M (17)

s.t. tr{FF†} ≤ Ps; MSE1 = MSE2 = ... = MSEM ≤ β

where β is the MSE target of each symbol with a range of
[0, 1] when MMSE receivers are used.

Using the transceiver structure proposed in the previous
section, one can always distribute the total MSE to each
parallel data streams equally. Thus, individual MSE constraints
simply reduces to the total MSE constraint:

MSEĤ =
M∑
i=1

MSEi ≤ Mβ (18)
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Using (14) an upper bound for the number of parallel data
streams can be formulated as

M ≤ NR − tr(T−1
opt)

1 − β
(19)

where Topt = I + HeFoptFopt
†H†

e with Fopt = VeQf .
Recall that the optimum linear transmit covariance matrix
Ropt = FoptF

†
opt can be found for M ≤ rank(He) by using

the appropriate Qf , and remains the same for M ≥ rank(He).
Thus, Topt is independent of M for M ≥ rank(He), and the
right hand side of (19) forms an upper bound for the number
data streams to be transmitted with an MSE target. Observe
that this number can exceed the rank of He depending on the
value of β. As β gets larger, that is if a larger MSE can be tol-
erated, the number of parallel data streams can be much higher
than the rank of the channel matrix, an upper bound suggested
in [9]. In essence, when the optimum transceiver is used we
can increase the number of data streams to be transmitted at
the expense of higher error rates. Such transmission schemes
may be favorable for multimedia applications that require high
data rates and have good error correction capabilities.

Lastly, we note that the right hand side of (19) is achievable
via the appropriate choice of the precoder-decoder pair as
explained in Section III, and thus serves as a feasibility
constraint for the MIMO system. At the same time, another
feasibility constraint can be obtained by observing the mathe-
matical equivalence of the MIMO system to a CDMA system
with certain channel and power constraints. In this case, the
feasibility condition turns out to be

∑M
i=1

SIRi

1+SIRi
≤ NR

where SIRi is the SIR target of user i [23]. Using SIRi

1+SIRi
=

1−MSEi, and MSE target β, we can obtain an upper bound
for the number of data streams that can be transmitted with
an MSE target as M ≤ NR

1−β for the CDMA system. Observe
however, that the attainable bound in (19) is tighter than NR

1−β
for the MIMO system. This is due to the fact that the upper
bound derived in (19) considers the constraints of the MIMO
system, i.e., the channel constraints and power constraints.

After finding the maximum number of data streams that
can be transmitted through the MIMO channel, one can easily
construct a transceiver structure by changing the structure
of the matrix U to satisfy the equal MSE constraints, and
corresponding Fopt.

V. POWER ALLOCATION TRADE-OFFS

A. Optimum Power Allocation

It is evident from the preceding discussion in this paper,
as well as several other references, e.g., [6]–[8], [13], [14],
that the availability of an accurate channel estimate has a
substantial impact on the performance of a MIMO link.
Therefore, it makes sense to devote some part of system
resources to the channel estimation process if in turn the gain
in performance is worth the effort. In practice, it is likely
that, in a given interval, where the channel is likely to be
static, the link would operate with a limited total budget. It
is then meaningful to ask what fraction of this total power
budget should be expended on the transmission of training
sequences that are used in estimating the channel, versus
the transmission of actual data. Reference [7] investigated

this problem using a lower bound on the channel capacity
as the performance metric. Reference [7] also assumed an
uncorrelated MIMO link.

In this section, we investigate the optimum power allocation
problem between training and data transmission using total
MSE as the performance metric. That is, we consider a
different performance metric than that of [7], and address the
case of correlated receive antennas.

Recall that for a given channel estimate, minimiz-
ing the total MSE, MSEĤ, is equivalent to minimiz-

ing tr{
(
I + C−1/2

coloredHμFF†Hμ
†C−1/2

colored

)−1

} where Hμ is

a realization of the random matrix H̃ = URXΛ(Λ +
σ2

eI)
−1U†

RXĤ with Ĥ = URXΛ1/2HW + X . Thus, the
total MSE, given that we use the optimum precoder, over all
channel realizations and estimates is

MSE = M − NR

+E
[
min

F
tr{(I + C−1/2

coloredH̃FF†H̃†C−1/2
colored)

−1}
]

(20)

We can express Ĥ = URX(Λ + σ2
eI)1/2Υ where Υ is a

random matrix with complex Gaussian entries with CN(0, 1)
and tr{FF†} = Ps. Inserting Ccolored = σ2I+tr{FF†}CH|Ĥ,

and the expressions for H̃ and Ĥ given above in (20), and
normalizing the precoder matrices to unit trace matrices

F̃ =
√

1/PsF ⇒ tr{F̃F̃†} = 1 (21)

we can show that

min MSE ≡
min E

[
min

F̃
tr{(I + URXΔ1/2ΥF̃F̃†Υ†Δ1/2U†

RX)−1}
]

(22)

where Δ = PsΛ2(σ2(Λ + σ2
eI) + Psσ

2
eΛ)−1 (23)

Δ is a diagonal matrix with Δii = Λ2
i Ps

σ2(Λi+σ2
e)+σ2

eΛiPs
as the

ith diagonal entry. Notice that URX does not have an effect on
the total MSE. Thus, the expressions {Δii} act as the effective
SNRs of each virtual receive antenna.

Recall that we have the following relationship between
data transmission power and power dedicated to the training
sequences

PsLd + Ptr = Ptotal (24)

Defining α to be the fraction of the total power devoted to
data transmission, i.e.,

α =
PsLd

Ptotal
0 ≤ α ≤ 1 (25)

and

ci =
(NT − Ld)PtotalΛi

LdNT σ2 + LdPtotalΛi
(26)

di =
P 2

totalΛi
2

σ2Ld(ΛiPtotal + NT σ2)
(27)

the effective SNR of each virtual receive antenna can be
expressed as

Δii(α) =
diα(1 − α)

ciα + 1
(28)

Note that changing α corresponds to changing power dedi-
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cated to the training sequences, Ptr and the power dedicated
to the transmission of the actual data at each symbol interval,
Ps resulting different SNRs for each virtual receive antennas.
Using (28), the optimum power allocation problem can be
expressed as

min
0<α<1

MSE ≡

min
0<α<1

E

[
min

F̃
tr{(I + Δ1/2(α)ΥF̃F̃†Υ†Δ1/2(α))−1}

]
(29)

Let us define the set of diagonal SNR matrices, Ψ, such that
Ω ∈ Ψ if Ω 	 Δ(α) 1 for some α ∈ [0, 1]. Then, optimum
power allocation problem can be restated as

min
0<α<1

MSE ≡

min
Ω∈Ψ

E

[
min

F̃
tr{(I + Ω1/2ΥF̃F̃†Υ†Ω1/2)−1}

]
(30)

It can be easily seen that the total MSE function is strictly
convex over the SNR matrix, Ω. In addition, the convexity
of the set Ψ is established by Lemma 2 which follows from
Lemma 1.

Lemma 1: Δii(α) is concave over the interval [0, 1], and
the optimum α maximizing Δii(α) is given by

α�
i =

⎧⎪⎨
⎪⎩

−1+
√

1+ci

ci
, for NT > Ld;

1
2 , for NT = Ld;
−1+

√
1+ci

ci
, for NT < Ld;

(31)

where ci is given in (26).
Proof: See Appendix.

Lemma 2: Ψ is a convex set.
Proof: See Appendix.

Next, we have the following theorem.
Theorem 1: The global minimizer αopt of (29) is unique

and αopt ∈ [αmin, αmax].
Proof: It follows from above that (30) is a convex

program, with a convex cost function and convex constraint
set [24]. Hence a unique solution exists that is the global
minimizer α. Notice that the effective SNR of each virtual
receive antenna, Δii(α) is maximized by different α�

i values.
However, as the effective SNRs of all receive antennas are
increased, the total MSE function is guaranteed to decrease.
Since Δii(α) is a concave function, an interval where all
effective SNRs increase exists. Denote αmin = min

i
α�

i

and αmax = max
i

α�
i . In the intervals [0, αmin] and

[αmax, 1], all effective SNRs of the virtual receive antennas
have the same monotonic behavior: monotonically increasing
in [0, αmin] and decreasing in [αmax, 1]. Thus, the optimum
power allocation, αopt is guaranteed to lie in the interval
[αmin, αmax].

The above theorem guarantees the existence of the unique
global minimizer. The value that lies in [αmin, αmax] can be
easily found by any convex optimization method, e.g. iterative
algorithms [24]. In this context, first, the optimum α that will
allocate the total available transmit power among the training
sequences and the actual data transmission should be found.
Next, using the optimum Ptr that corresponds to the optimum

1A � B implies that B − A is a positive semi-definite matrix.

α, orthogonal training sequences should be transmitted to
obtain a channel estimate. Using the channel estimate, the
channel estimation error statistics and the correlation among
the receive antennas, the optimum precoder and decoder pair
should be designed using the optimum Ps.

B. Observations

The value of αopt depends on the number of transmit
antennas, and the length of the time interval used for symbol
transmission. We observe that when the number of transmit
antennas is larger than the time interval used for data trans-
mission, i.e., NT > Ld, then all ci’s are positive resulting in
all α�

i to be less than 1/2. Thus, αopt lies in the range of
[0, 1

2 ). This result suggests allocating more power to training
for such systems with large number of transmit antennas.

When the number of symbols to be transmitted is greater
than the number of transmit antennas, i.e., NT < Ld, then
the range of α�

i is (1
2 , 1] resulting αopt to be in (1

2 , 1]. This
implies that when the data transmission interval is much larger
than the number of transmit antennas, a significant portion of
the system power should be allocated to symbol transmission
rather than the estimation process.

For the case where the number of transmit antennas is equal
to the number of symbols to be transmitted, i.e., NT = Ld,
all αi’s are 1/2 resulting αopt = 1/2. That is, the available
power should be allocated equally between training and data
transmission.

For the special case when the receivers are uncorrelated,
the effective SNR of each receive antenna is the same [20].
Thus, the optimum power allocation minimizing the total MSE
can be found by using Lemma 1 directly, and corresponding
optimal power allocation and effective SNRs are:

1) Ld = NT :

α =
1
2
⇒ Ptr = LdPs =

Ptotal

2
(32)

ρe =
P 2

totalσH
4

4σ2Ld(σH
2Ptotal + NT σ2)

(33)

2) NT > Ld and NT < Ld:

α =
−1 +

√
1 + ci

ci
(34)

ρe =
P 2

totalσH
4

σ2Ld(σH
2Ptotal + NT σ2)

(√
1 + ci − 1

ci

)2

(35)

When, we consider the optimum power allocation for high
and low SNR cases, the following power distribution schemes
and effective SNRs are observed:

1) For high SNR, i.e., Ptotal → ∞, we have:

ci =
NT − Ld

Ld
∀i = 1, 2, ..., NR (36)

resulting the optimum power allocation and effective
SNR

αopt =
√

Ld√
NT +

√
Ld

, Δii =
PtotalΛi

σ2

1
(
√

NT +
√

Ld)2
(37)

2) For low SNR, i.e., Ptotal → 0, we have:

ci = 0 ∀i = 1, 2, ..., NR (38)
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Fig. 2. Comparison of MSE vs σ2
e performance for 8 × 8 MIMO system

with Ps = 8 and Ld = 8

resulting the optimum power allocation and effective
SNR

αopt =
1
2
, ρe =

P 2
totalΛi

2

4σ4NT Ld
(39)

At high SNR, the power is allocated according to the
parameters, NT and Ld, and the effective SNR is linear in
the total power Ptotal. At low SNR, the power is distrib-
uted equally among the training sequences and the symbol
transmission, and the effective SNR is quadratic in terms of
total power Ptotal. We note that the results of the optimum
power allocation for linear transceiver structures turn out to
be identical to the optimum power allocation with capacity
as the performance metric that are studied in [7] when the
receive antennas are uncorrelated. This is due to the fact in
the uncorrelated case, both problems reduce to maximizing
the same effective SNR term [20]. When the transmit precoder
structure is perfectly known at the receiver, and the MMSE
receivers that consider the channel estimation error statistics
is used at the receiver side, the effective SNR of the system,
and hence, the optimum power allocation remains the same as
the capacity maximizing case [20].

Lastly, observe that the optimum power allocation for both
high and low SNR regimes does not depend on the correlation
of the receive antennas, resulting in the same asymptotic
optimal power allocation as the uncorrelated case.

VI. NUMERICAL RESULTS

In this section, we present numerical results related to
the performance of the proposed transceiver structures and
optimum power allocation for channel estimation and data
transmission. The simulations are performed for a MIMO
system where both the transmitter and the receiver is equipped
with NT = NR = 8 antennas. The channel values are
generated as realizations of a random matrix with complex
Gaussian entries of CN(0, 1) with an exponential correlation
matrix {(R)ik = (0.9)|i−k|ej2π(i−k)/12} [25]. The AWGN
variance used in the simulations is 0.1.
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Fig. 3. Comparison of BER vs σ2
e performance for 8 × 8 MIMO system

with Ps = 8 and Ld = 8

First, we consider an 8 × 8 MIMO system transmitting
M = 8 data streams with a power constraint Ps ≤ 8. For the
system considered, we have compared the performance of the
linear transceiver structure we proposed (TX-RX1), the linear
transceiver structure using the noisy estimate of the channel
without considering the channel estimation error (TX-RX2),
and their VBLAST versions [26]: VBLAST transmission with
MMSE receivers considering the channel estimation error
(TX-RX3), and VBLAST transmission with MMSE receiver
using the noisy estimate of the channel (TX-RX4). For the
sake of a fair comparison, linear MMSE receivers are used
for VBLAST detection. We plot, in Fig. 2 and 3, the total
MSE and the (uncoded) BER performances achieved by each
linear transceiver structure versus the channel estimation error
variance, σ2

e . The results are evaluated over 10000 realizations
of the MIMO channel with the same channel estimate. The
linear transceiver structure we proposed, TX-RX1 performs
the best in terms of both MSE and BER, and precoding and
considering the channel estimation error provide robustness
against the channel uncertainty. When the channel estimation
error is low, the total MSE and BER performances of TX-
RX1 and TX-RX2 pairs and TX-RX3 and TX-RX4 are very
close as expected. However, as the accuracy of the channel
estimate gets worse, the performances of the linear transceivers
using the noisy channel estimate, TX-RX2 and TX-RX4 suffer
dramatically, whereas the receiver structures considering the
channel estimation errors, TX-RX1 and TX-RX3 provide
robustness against the channel estimation errors.

Next, we consider a 8 × 8 MIMO system with a given
channel. Power used for data transmission per symbol interval
is Ps = 8, and the variance of the channel estimation error
is σ2

e = 0.01. We plot, in Fig. 4, the number of data streams
that can be transmitted with a given MSE target, to highlight
the differences between the bounds suggested by this paper,
[9] and [23]. The MSE approach bound is achievable by the
proposed precoder and decoder structure in Section IV, and is
larger than what is achievable by orthogonal transmissions [9].
The CDMA user capacity bound [23] may not be achievable
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Fig. 5. MSE vs α for 8 × 8 MIMO system with Ld = 2 and Ptotal = 50

due to the constraints on the power and the channel structure.
To investigate the effect of the power allocation among

the channel estimation process and data transmission, we
consider an 8 × 8 MIMO system transmitting M = 8 data
streams with three different values of Ld. First we consider
a 8 × 8 MIMO system with Ld = 2 and Ptotal = 50, and
evaluate the total MSE over 10000 realizations of the MIMO
channel for different power allocation schemes. Fig. 5 shows
the effect of power allocation on the total MSE as α changes
for both the optimal linear transceiver we propose (O-T), and
the linear transceiver structure using noisy channel estimate
as the perfect CSI without considering the imperfection of the
CSI (NCH-T). It is observed that the minimum total MSE
is achieved at the optimal power allocation αopt = 0.35,
and it is in the interval [αmin, αmax]=[0.334,0.354]. The
optimum power allocation for uncorrelated case, α̃ is 0.335.
Observe that for a wide range of α, O-T achieves an MSE
close to the minimum achievable MSE. Specifically, using
an α ∈ [α1, α2] = [0.136, 0.637] with O-T still achieves a
lower MSE than the minimum achievable MSE by NCH-T.
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Fig. 6. MSE vs α for 8×8 MIMO system with Ld = 8 and Ptotal = 100
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Fig. 7. MSE vs α for 8×8 MIMO system with Ld = 40 and Ptotal = 150

However, the best performance is achieved when the system
is optimized in terms of both the power allocation and linear
transceiver structure. For NT = Ld = 8 and Ptotal = 100,
the effect of power allocation on the total MSE is presented
in Fig. 6 where αopt = 1/2. For O-T, the range of α
where it outperforms the best possible NCH-T transmission is
α ∈ [α1, α2] = [0.316, 0.686]. The third case, NT < Ld with
Ld = 40 and Ptotal = 150 is investigated in Fig. 7, and αopt =
0.67 ∈ [αmin, αmax] = [0.658, 0.691] with α̃ = 0.689. In this
case, choosing α ∈ [α1, α2] = [0.543, 0.781] still outperforms
NCH-T. For all cases, optimum power allocation with the
optimal linear transceiver achieves the minimum total MSE.

Finally, in Fig. 8, we investigate the effect of cor-
relation among the receive antennas on the performance
of MIMO systems. We consider an 8 × 8 MIMO sys-
tem with Ld = 40 and Ptotal = 150 with exponen-
tial correlations R1 = {(R)ik = (0.9)|i−k|ej2π(i−k)/12},
R2 = {(R)ik = (0.5)|i−k|ej2π(i−k)/24}, R3 = {(R)ik =
(0.1)|i−k|ej2π(i−k)/36}, and evaluate the total MSE achieved
by O-T with different α’s. We observe that as the correla-
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with different correlations among the receive antennas

tions among the receive antennas increase, the performance
deteriorates due to the reduction in diversity.

VII. CONCLUSIONS

In this paper, we have developed the optimum linear trans-
ceiver structure for a MIMO link with arbitrary correlations
among the receive antennas, that minimizes the total MSE
in the presence of channel estimation errors, and distributes
the total MSE equally among the parallel data streams. We
show that knowing that we will have only an estimate of the
channel, better transceivers can be designed, by appropriately
considering the imperfection of the CSI.

Using the proposed optimum precoder and decoder, we
have derived an upper bound on the maximum number of
data streams that can be transmitted by a MIMO system for
a given MSE target. This upper bound is achievable with
the appropriate choice of the precoder and decoder and can
be larger than the rank of the channel matrix. Motivated by
the profound effect of the quality of channel estimation on
the performance of the MIMO link, we have considered the
problem of optimum sharing of resources between the process
of channel estimation and data transmission. Considering the
total power as the limited resource, we have shown that, given
the coherence time of the channel, there is a unique solution
to the optimum allocation problem between the training based
channel estimation and data transmission. We observe that the
optimum power allocation depends on the system parameters,
and the correlation structure of the receiver antennas.

It is important to note that the optimum linear transceiver
structure and power allocation we propose here is designed for
the single user MIMO link where only the receive antennas are
correlated. In a more general scenario, the effect of correlation
among the transmit antennas on the transceiver design should
be considered. In the case of a multiuser MIMO system,
channel estimate of each user will affect the performance
of other users due to inherent interfering structure of the
system. The problem of jointly optimum power allocation and
transceiver design in a multiuser MIMO system remains to be
investigated.

APPENDIX A
PROOF OF LEMMA 1

The optimization problem at hand is the maximization of
Δii(α) over 0 ≤ α ≤ 1 with Δii(α) given by (28). Observe
that Δii(α) has an asymptote at α = −1

ci
. When ci > 0, −1

ci
<

0 and when ci < 0, −1
ci

> 1. Thus, the pole always lies outside
the interval of interest. In order to find the maximum, we first
analyze the derivatives of the function Δii(α) ∀α. The first
and the second derivatives of the function with respect to α are

∂(Δii(α))
∂α

= di
−(α)2ci − 2α + 1

(1 + ciα)2
(40)

∂2(Δii(α))
∂α2

= di
−2 − 2ci

(1 + ciα)3
(41)

The behavior of the derivatives of the function is as shown
below:

1. When ci > 0, ∂2(Δii(α))
∂α2 > 0 for α < −1

ci
,

∂2(Δii(α))
∂α2 < 0 for α > −1

ci
.

2. When ci < 0, ∂2(Δii(α))
∂α2 > 0 for α > −1

ci
,

∂2(Δii(α))
∂α2 < 0 for α < −1

ci
.

3. When ci = 0, ∂2(Δii(α))
∂α2 < 0 ∀α.

Observe that the first derivative has two zeroes. When ci > 0
as α → (−1

ci
)+ and as α → ∞, Δii(α) → −∞. Also as

α → (−1
ci

)− and as α → −∞, Δii(α) → ∞. These properties

along with the fact that ∂2(Δii(α))
∂α2 < 0 in α ∈ [0, 1] implies

that a maximum exists in this interval. A similar analysis for
when ci < 0 enables us to say that a maximum exists in the
interval [0,1].

The first order condition for finding the optimum α is

−(α)2ci − 2α + 1 = 0 (42)

Solving the equation for all cases we obtain the following
roots,

α�
i =

⎧⎪⎨
⎪⎩

−1
ci

±
√

1+ci

ci
, ci > 0 ;

−1
ci

±
√

1+ci

ci
, −1 < ci < 0 ;

1, ci < −1 ;

(43)

It can be seen that, for all cases, there is only one root which
lies in the interval [0, 1] and ∂2(Δii(α))

∂α2 < 0 in this interval.
Recalling the fact that the pole always lies outside the interval
[0, 1] we conclude, there exists a unique α�

i in the interval [0, 1]
which maximizes the effective SNR.

APPENDIX B
PROOF OF LEMMA 2

Consider two SNR matrices, Ω1 ∈ Ψ and Ω2 ∈ Ψ. By
definition, we have, for some α1 and α2 ∈ [0, 1], Ω1 	
Δ(α1) and Ω2 	 Δ(α2). For Ψ be a convex set, any linear
combination of any two matrices in the set must be in the set:

λΩ1 + (1 − λ)Ω2 = Ω3 ∈ Ψ (44)

(44) implies that there should exist an α3 ∈ [0, 1] satisfying
Ω3 	 Δ(α3). Using the concavity of Δii in Lemma 1, it
follows

Ω3 	 λΔ(α1) + (1− λ)Δ(α2) 	 Δ(λα1 + (1− λ)α2) (45)
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Thus, α3 = λα1 + (1 − λ)α2 ∈ [0, 1].
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