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Adaptive Cell Sectorization for CDMA Systems

Cem U. Saraydar and Aylin Yener

Abstract—Given the user distribution in a cell, we investigate base station. Joint transmit power control and base station as-
the two problems of how to appropriately sectorize the cell such signment problem was studied in [7] and [8]. More recently, al-
that we minimize the total received power and the total ransmit 4 qithms that consider joint transmit power control and receiver

power of all the users, while giving each user acceptable quality of . ither in the t ld S " det
service in both cases. For theeceived power optimizatioproblem, processing, either in the temporal domain via muitiuser aetec-

we show that the optimum arrangement equalizes the number of tion [9], or in the spatial domain via receiver beamforming with
users in each sector. Théransmit power optimizatioris formulated  base station antenna arrays [10], or in both temporal and spatial

as a graph partitioning problem that is polynomially solvable. We  domains [11], have been proposed and are shown to achieve ca-
provide an algorithm that finds the best sectorization assignment pacity gains by further suppressing the interference compared

as well as the optimal transmit powers for all the users. The to traditi | trol. Oth f lated to th
computational complexity of the algorithm is polynomial in the 0 traditional power control. er reterences related (o the ca-

number of users and sectors. For both the received power opti- Pacity analysis of CDMA systems with power control and re-
mization and the transmit power optimization, under nonuniform  ceiver processing include [12] and [13]. A framework that iden-
tra_ftfic g%nditic;nfs, we shfow thatl}he olotimutr_n ar(rangelme_r&tt r?an be tifies the convergence properties for iterative power control al-
uite different from uniform cell sectorization (equal width sec- ; ; P ;
?ors). We also formulate and solve the transmit pogver optimization gorithms in the uplink is given in [6].
and cell sectorization problem in a multicell scenario that would Another way of reducing the interference between users is
improve the capacity of ahot spotin the network. We observe to sectorize the cells using directional antennas. While this ap-
that, with adaptive sectorization, where the sector boundaries are proach still utilizes the spatial domain to introduce orthogonal-

determined in response to users’ locations, received and transmit ._ _.. o .
power savings are achieved, and the number of users served b ization to the system, it is fundamentally different than beam-

the system (system capacity) is increased compared to uniform forming [1_4]7 [15]. Beamforming combines the received signals
sectorization of the cell. from multiple antennas in a unique way for each user to suppress

Index Terms—Adaptive sectorization, CDMA, graph partition-  the interference that user sees. Sectorization merely employs di-
ing, interference management, power control, resource manage- rectional antennas and each user’s signal is received at only one
ment. of these antennas. Since only a subset of the users is received at
each antenna, the interference that each user sees is less com-
pared to a single antenna system. No spatial combiner is used.
While this is a moreigid scheme than beamforming, the sim-

UE TO THE ever-increasing demand for wireless sefjicity of the resulting receivers is appealing and sectorization
vices, efficient use of resources to maximize capacipan be quite beneficial especially for static systems, i.e., if the
remains of utmost importance for system design. Among tg@ers do not have to handoff from sector to sector frequently.

ambitious goals of the V\_/lreless systems are high guallty serwcelt has been shown that sectorization increases the number of
and coverage for maximum number of subscribers. CDMA

technology has emerged as a promising candidate to fulfip "> admls?blr:el in a sys_;em, |.e.];rsylstem capacity .[16]'| How-
these goals [1]. ever, under highly nonuniform traffic loads, conventional sec-

. . . _torization which divides the cell into equal width sectors might
It is well known that CDMA systems are interference lim-_. . o . T .
. : . fail to bring much capacity improvement. If information is avail-
ited, and interference management techniques are necessa% 0

enhance the capacity of a CDMA system. Transmit power cof € about the geographic distribution of the call traffic, it may

: o . 3 possible to design sectors such that maximum capacity gain
trol, which minimizes the interference that users create for eac ; ! ) i
cqn be achieved. Recently, fixed wireless systems, wireless local

other, is one important technique that has been studied in detai . .
L . 0o0ps (WLL), are posed as an alternative to conventional local
Originally, the transmit power control problem was posed as an . .
wired telephone service [17]. Contrary to mobile macrocellular

eigenvalue problem for nonnegative matrices, and the solution

i X . . : systems, for fixed wireless systems (or systems with low mo-
was found in a centralized and noniterative fashion [2], [3]. Th lity), users’ whereabouts, and thus their uplink gains to the
was followed by the development of iterative and distributed gl ' '

. : ase station, do not change much with time and the information

gorithms that require only local measurements [4]-[6]. AIItheseD . : o
works assumed fixed resource assianment and one antennas &ut the traffic load as a function of the position in the cell can
9 He%btained at the base station. It is then possible to use this in-

formation to sectorize the cells such that the maximum coverage
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(0° angle) and the vector containing sector width angfesn
each sector, all users belonging to that sector interfere with each
other. We assume that each user has a pseudorandom signature
sequence and matched filters are employed at the base station.
We consider a synchronous system for simplicity. The quality
o Of service measure is the signal-to-interference ratio (SIR). A

0 user has reliable communication if its SIR at its assigned sector

antenna is larger than a common target SIR,

I1l. RECEIVED POWER OPTIMIZATION

We first consider the optimization problem of minimizing
total received power at the base station by choosing the transmit
power for each user and a sector partition. Although the focus of
this study is theransmitpower minimization problem, we first
analyze the received power minimization problem for reasons
that will become clear by the end of this section.

We consider the problem of optimally placidd terminals
while using as little power as possible. We call this approadfito IV sectors such that the total power received at the base sta-
adaptive cell sectorizatiosince the sector configurations areion is minimized while ensuring each user maintains the target
adaptive to the geographical load in the cell. The sector boursiR ofv*. Let s;(#) denote the set of users that reside in the area
aries are designed in response to users’ channel gains. We &ginned by sectar and@ denote theV-tuple vector that con-
consider a single cell system where we study the minimizatieains the sector angles. Since sectorization creates disjoint sub-
of the total received power as well as the total transmit poweskts of the set of terminals, each terminal belongs to only one of
We show that in the received power optimization case, the bésé setss;(6) wherei = 1,..., N. We denote the sector index
arrangement is such that the number of users in each seeteit user; belongs to bya;. The power expended by terminal
is equalized (as much as possible) leading to a discrete watgfs p; which is received after being attenuated by its channel
filling solution. The minimum total transmit power problem isgaink;. The SIR of terminaj at the output of its matched filter
formulated as a graph partitioning problem whose solution ¢&an be expressed as
found by solving a shortest path problem on a network of nodes

Fig. 1. Sectorization of a cell.

constructed from the instance of the sectorization problem. We — pih; (1)
. . . J

then formulate and solve the cell sectorization problem consid- E Spjprhe/G + o2

ering the effects of out-of-cell interference. We provide perfor- Ky

mance comparisons of solutions by both the received power anﬁi 2is d AWGN and.. is defined
transmit power problems with the equal width sectors configf: €€ 1S dué to and; 1S defined as

ration (uniform sectorization) implemented in current systems. 1. ifa; =ay
(5k1 = { ’ ;L

0, otherwise.

We observe that power savings are achieved and power assign- ()
ments that are infeasible with uniform sectorization can be han-

dled with nonuniform sectorization. Thus, more users can botice that each terminal experiences interference from the ter-
supported by the cell. minals in its own sector only. Although tlfg; notation seems
complicated, it will be convenient for the graph theoretic for-
mulation in Section IV-B.

' . . . The received power optimization problem can be expressed
We first consider a single cell DS-CDMA system with progg

cessing gaini and a total ofM users. The multiple cell sce- N
nario is studied in Section V. The user (call traffic) density in the . :

cellis a known function of the distance and angle (referenced to 13,31 Z Z pih; (RP)
the origin) from the base station. In a WLL, this information is

Il. MODEL

i=1 jes;(8)

readily available through the addresses of the subscribers. Note st oy = pih; > o*

that the user density can be highly nonuniform, in which case Z Skjprhe/G + o

partitioning the cell into equal width sectors as is done conven- ktj

tionally is not the best way of maximizing the number of users j=1,....M

to be served by the cell. We assume the cell is to be partitioned p>0 179 = 21 3)
into NV sectors and the antennas have ideal directivity, i.e., there

is no interference between the sectors. where0 and1 denote the all zero and all 1 vectors, respectively.

Our aim s to find the best sectorization arrangement such tiNate that the constraints represent each user’s reliable connec-
all users get their required quality of service while expending &en requirement.
little power as possible. Fig. 1 shows an example of a sectorizaitis not hard to see thatthe SIR constraints oughtto be satisfied
tion configuration which is characterized by the reference poiwnith equality at the solution of (3) [6]. Note also that within each
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sector, minimum power is achieved by assigning equal received= | M /N | are placed in each sector, should be distributed
powers to all users belonging to the sector. Denote the receiwanly to the sectors. Thus, as a result, some sectors have to
power in sectok, g7, such thatgy = p;h; for all usersj in  servek + 1 users while some serve The total interference is
sector:. Given the above observations, we can expgsss placed as equally as possible which is the discrete water-filling

. 2 solution.
P _ 79 (4) One would consider that designing sector boundaries such
1— 7 (Mi(0) - 1) that each sector contains an equal number of terminals is an
G intuitive sectorization method. In this section, we have shown

whereM;(8) = |s;(6)| is the number of users in sectyri.e., thatindeed such a method has an analytical basis and emerges as
the cardinality of set; (). Given (4), we can rewrite (3) as @ solution to the received power minimization problem. We will
use this result to compare results from sectorization by transmit

N L

ower minimization.

min E:Mz(ﬂ)q;k P
i=1

0.9
o IV. TRANSMIT POWER OPTIMIZATION
st g = T (M0 = 1) i=1...,N A. Problem Statement
l1-—— . . . . . .
G Using the notation introduced in Section IIl, the transmit
N power optimization problem can be stated in a similar fashion
q*>0 Z Mi@@)=M 176=2r () as
=1 N
where gq* is the N-vector that contains the received power min Z Z pi (TP)
! ) S J
values associated with each sector. Optimization problem (5) op jE=1(0)
is equivalent to ot pih; .
Loy = >
N 02% Zﬁkjpkhk/G-i-fﬂ
: G k)
min G
R ) Y
G p>0 176 =2nr. (9)

M(0) < G/~*+1 i=1,...,N

N The observations that led to (4)—i.e., 1) SIR constraints are sat-
S M@y =M 1"0=2r. (6) isfied with equality at the optimum, and 2) within each sector,
i=1 minimum power assignment is such that each user in that sector
is received with the same power at the base station—also hold

. . _ _ N_l ‘ . .
SubstitutingM n(0) = M — >"._ " M,(6) and taking deriva Ofor (9). Thus, we can rewrite (9) as

tives with respect td//; reveals that the optimum point has t

satisfy N 1
1 1 min Y af Y, -

’Y* = N—1 (7) i=1 JCs:(0) ’
1— = (M;(0)-1) gl o2

G N 1— | M- M;(0) -1 * _ i P

G ; s.t. ¢ (@) = 1) i=1,...,N
) LA S S

forall j = 1,...,N. Note that we have treated the number of N G
users in each sector as c.ontlnuou.s variables which is a_relax- q >0 Z Mi(6) =M 179 — 21 (10)
ation. Since the space of integers is a subset of the continuous P

solution space, finding a set of integer values that satisfy (7) for _
all j guarantees that we achieve the solution of (6). If we assuiy&ich is equivalent to
M = kN, wherek is an integer, then (7) implies that the sectors N

* 2
should be arranged, i.é should be determined, such that min T 1 TP
‘ 6,M; ; | ~*(M;(8) — 1) o h; (TP)
M;(@)=M/N  j=1,...,N. (8) —a &

N
Thus, to minimize the total power received at the base station M;(8) < G/v* +1 ZMi(a) — M 170 = 2n.

while all users get their minimum required quality of service, =

the cell should be sectorized such that each sector has the same (11)

number of active users. Clearly, any setéofor which each

sector coverd/ /N users is optimum. So, starting from one refit is worthwhile to note that the set of feasible solutions for RP

erence point, the sectorization can be arranged such that egiglan by (6) and the one for TP given by (11) are identical since

sector is terminated when a coverag@6fN users is reached. the constraints of both problems are the same. This translates
Note that the generalization of the resultd//N not an in- to the system supporting the same maximum number of people

teger is immediate in the sense that te# overusers after for RP and TP. Transmit power optimization brings to the system
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the additional advantage that the resulting transmit powers whi 900
supporting a certain number of people will be lower than the 1200 :
transmit power values emerging from the solution of RP, leadin .

to longer battery life for each subscriber.

We should also note that the joint sector assignment ar
transmit power control problem is different from those thai
can be unified by the theory of standard interference function
described in [6]. In particular, although an iterative solution
to the transmit power control problem under a specific sec

[6], this is not the case where an optimization over the sec
torization arrangements is added to the problem. In this cas
the problem becomes similar to joint optimal power control
and frequency/time slot assignment and is reminiscent of bi
packing problems [18]. Fortunately, it is possible to formulate
the joint sector assignment and transmit power control problel .
as a graph theoretic problem that is solvable in polynomiezzso
time. In particular, we observe that optimization problem

(11) can be formulated as a graph partitioning (GP) problem.

We also observe that because of the special topology of the
problem at hand, this problem is polynomially solvable [19],

[20]. We will first discuss how the physical wireless system
entities can be represented in a graph setting. The equivalent
graph theoretic problem is then defined and the solution is
presented. We give an algorithm that solves the TP problem.

We then discuss the constrained problem where sector width is
upper and lower bounded and sector boundaries are not allowed
between close terminals. Finally, sectorization in a multicell
system is examined in Section V.

@

B. Graph Theoretic Formulation of TP

TP does not have a closed-form solution. However, through
appropriate transformations, it can be formulated as a graph par-
titioning problem for which we present an algorithm that is guar-
anteed to find the optimal solution in polynomial time.

First, label all the terminals within a cell by assigning an an- (b)
g.u_lar gnd rad.|a| coordinate to e‘?‘Ch one of them. The radial qé?g' 2. (a) Terminal locations within a cell. (b) The graph that is constructed
sition is the distance of the terminal to the base station. The @ased on the terminal locations. Node in graph corresponds to terminal
gular position is the angular distance of the terminal to a refdabeled T for all :.
ence terminal. Without loss of generality, the reference terminal
can be selected arbitrarily and assigi&das its angular posi-  Itis worth noting that two or more randomly placed terminals
tion. Each terminal within the cell is represented by a vertesharing the same angular location is a probability zero event.
(node) along a ring. Let the position of the vertex on the rinyevertheless, the model is able to handle in case such a de-
be determined by the angular position of the terminal regardlegmnerate situation actually occurs. If there exist two such ter-
of its radial position. We assume that all angular positions anginals, the ring is modified by combining these terminals to
unique. The radius of the ring is independent of the radial pferm a single vertex and assign a weight that is the summation
sition of the users. The segment of the ring that connects eaxdtthe weights of the original nodes. This reduction can be done
pair of neighboring nodes is called an edge. Fig. 2 demonstratgth no effect on the optimal sectorization outcome since it is
the relation between the physical location of terminals and tpaysically not possible to place users sharing the same angular

corresponding nodes along a ring. position into different sectors.
The topology just described constitutes a ridg= (V, E), The sectorization problem for minimum transmitted power
with verticesV = {v1,v2,...,vn} and edge = {(v1,v2), (TP) solves for an optimal set of sector angles that identify

ooy (war—1, var) YU{(var,v1) }. Denote elemen(;, v;) of the  sector boundaries. The set of terminals in the cell are optimally
edge set by;. Let the weight of vertex; be denoted byw; grouped into disjoint subsets. Graph theoretic methods emerge
and the weight of edge be denoted by;. Vertexi is assigned as powerful tools to find the best partition.

weightw, = 1/h,; whereh; is the uplink gain of théth terminal. In the next section, we will present general results in graph
The weight of edge, ¢;, is the angular distance between the twpartitioning. These results apply to optimal partitioning on a
vertices connected by this edge. string which is a graph where all vertices are located along a
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The graph partitioning problem (GP) is to find a feasible par-
tition such that some given cost is minimized. Mathematically,
it can be expressed as

i = ; P). (1
et Benioy €T 2L WE)(GP). (3

We now show that the graph partitioning problem GP is poly-
nomially solvable under certain conditions. We first observe that
the cost function of GP given in (13) is separable. This fact fol-
@ lows from the definition of a separable function given below.

Definition 1: A function of M variablesf(z1,z2,...,2Mm)

1 2 V3 4 5 is said to be separable if it can be expressed as a sum of
M ve v v v M functions of a single variable; i.ef,(z1,22,...,2p) =
M
Although the problem of optimally partitioning an arbitrary
o graph with an arbitrary cost function is an NP-hard optimization
(3.5) problem, partitioning a string optimally with a separable cost
2.4) function can be solved in polynomial time. We use the following
’ optimal graph partitioning result presented in [20].
Theorem 1:If the objective function is separable, the
(1’3/( /3) problem of optimally partitioning a string can be reduced
to a shortest path problem with computational complexity
(1 O(M?N).
(2,2) We provide a sketch of the proof here to present the general
idea behind it. A full proof can be found in [20]. The key pointis
to establish a one-to-one correspondence between the cost of a
(1,1 feasible partition in a string and the cost of a path from the origin
’ to destination in a special acyclic network obtained from the
0,0) partitioning problem at hand. Aacyclic networkis a directed
(© graph with alengthassociated with each edge and that has no
paths that start and end at the same node.
Fig. 3. (a) Ring that is constructed based on terminal locations within cell. SupposeH is a string withA{ vertices labele@;, . .., vy, SO
(b) String obtained by removing. (c) Network constructed from string that s 51 adjacent vertices have consecutive indices and let the weight
to be partitioned into 3 subsets. . .
of the vertices be denoted as, . . ., wys. An edgee; exists be-
tween vertexy; andw;4+1 and has weight;. H is to be parti-
tioned intoV subsets such that a separable objective function is
h%otimized. Suppose that in any feasible partitioh {. . ., Sy},
adjacent subsets have consecutive indices. Given the string and
the problem, construct an acyclic netwapkas follows. Let (0,
0) and (V, M) be the origin and the destination nodesdn
respectively. The nodes that lie between the origin—destination

We now digress briefly in order to provide some backgrounghir are given by the set
for the graph theoretic concepts that are relevant to the set-
ting of the TP problem. Given a graghi = (V. E), letw =
{51,..., SN} be apartition of the set of vertice¥” into V sub-
sets.r is considered feasible i¥ if for everyk € {1,...,N}, An edge is placetiomnode ,4) to (A, 5) if h = k+1 andj >
the subgrapld?(S;,) induced bysS;, is connected, and the welghti_ Otherwise, there is no edge betweénij, and ¢, 7). There

W(S&) of 5, as defined below is greater than or equal to zer% a one-to-one correspondence between the feasible partitions
The set of all sucleasiblepartitions is denoted b¥I(G, N). P P

Note that in a feasible partitiosy. # ¢ for all k. The cost func- of 4 into V' subsets and the paths from (0, 0) 16, (/) in .

. : ; .. _The pathP’ corresponding to a givem € II(H, N) is defined
tionC: II(G, N) — Rassigns avalue to each feasible partition P . ’ o
and the cost of a particular partition= {S, . .., Sx } is given as follows. The nodek ) belongs toP if and only if ¢ is the

b last vertex of the subsét, of =. Furthermore, when the weight
y of edgeu in @ is assigned the cost of the corresponding subset
N in H, the cost of partitionr, C(x) in (13) coincides with the
C(r) = Z W(S:). (12) totallength of pati? in networke. It follows that the optimum
Pt partition of H can be determined by finding a shortest path from

line. An immediate observation is that a ribhgokenat an edge
results in a string as shown in Fig. 3(a) and (b). We will use t
fact in Section IV-D.

C. Optimal Partitioning and Shortest Path Algorithms

{(k,i): 1SE<N-Lk<i<M-N+k}. (14)
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(0, 0) to (V, M) in @ since each path corresponds to one anttiat GP with a separable objective function can be reduced to
only one feasible partition. a shortest path problem on a string. We observe that the graph

Fig. 3(b) and (c) shows how the netwatkis obtained from corresponding to TP is a ring instead of the string that Theorem
the GP problem withZ, M = 5 nodes andV = 3 partitions. 1 applies for. However, as mentioned in Section IV-B, if the ring
Notice that as a result of the construction of the network, o TP isbrokenat an edge (by removing the edge), the resulting
empty sets are allowed. graph is a string. Thus, with some increase in computational

A shortest path from origin to destination can be found ioomplexity, we can solve TP by solving a number of shortest
O(M?N) by using well-known shortest path algorithms. Dijkpath problems. Recall that the computational complexity
stra’s method—which finds the shortest path from an origiof solving for the best connecte¥ partition is O(M?2N).
node to the destination node in a network with positive eddepeating the same procedure for each eddg snd choosing
lengths—is particularly suitable for use in our case [21]-[24]the best among these solutions, we end up with the optimal

In the next section, we will establish the equivalence of theolution for TP which has complexit§(M3N). The sectors
GP problem and the TP problem and use this fact to present #re then formed based on this optimal partition.
solution of the TP problem.

E. Physical Constraints

D. Graph Theoretic Solution of TP Inthis subsection, we discuss how to incorporate certain phys-
Let us return to the discussion of TP and its solution in thgal constraints into the original TP problem. These physical con-
graph theoretic framework. First, we observe that the cost fungraints can be accommodated easily in the graph theoretical for-
tion of TP given in (11) is separable, i.e., the cost of a sectorizgulation of TP, and do not bring any additional computational
tion arrangement in TP can be expressed as a sum of the cesisplexity to the solution algorithm. They do, however, have
of the individual sectors. Lef; C V represent the set of userspractical significance from a system point of view which is why
that is in theith sector in a given partition. We define the cosjve address them here. The weighfor edgee; was defined ear-
of sectorsS; by lier in Section IV-B as the angular distance between the two ver-
Vo tices connected by;. However, for the results presented up to
W(S;) = EEEEN) Z Wk here, the edge weights had no impact on the optimum solution of
1—————= kS the problem. In what follows, physical constraints we consider
do appear in the form of constraints on the edge weights and thus
R o— Z h (15) affect the optimum solution.

— 7 The three constraints we consider are 1) minimum allowable
angular distance between two users that belong to two neigh-
where|S;| is the number of vertices ifi;. Then, the total cost, boring sectors, 2) maximum allowable sector width, and 3) min-
which is the summation d#’(.S;) over all sectors, has the samémum allowable sector width. The first constraintis needed to en-
structure as the cost function (13) for GP. In addition, each fesure that two users that are physically very close to each other
sible partitionr corresponds to a set of cell sectorization configare not assigned to different sectors, since accomplishing such
urations {s;(#)}, both of which have the same cost value. Theregarecise beamforming could be difficult. We modify the vertex set
fore, it follows that a solution for GP is also a solution for TP. Isuch that vertices that are “very close” to each other are combined
should be noted that the constraints of the TP problemin (11) aseform a supernode. This ensures that two such nodes are not
accommodated while generating the sdeafiblepartitions I, placed in different sets in a partition. The minimum angular dis-
for the GP problem in (13). Specifically, suppose that in someance between two users in neighboring sectgys,, is a system
partition, for sectot, we havel — (v*(|S;|—1)/G) < 0. Inthat design parameter. The edges with weights ¢y, are deleted
case, we remove from the set of all possible partitions whi¢fom the edge set, and the two neighboring nodes are combined to
have sectoi as one of the sectors of the partition. Thereforgéorm a supernode which is placed midway along the edge that is
an infeasible partition could never emerge as a solution of Gfeleted. The weight of the supernode and the edges that connect
The TP problem also imposes a constraint thro@givhich is it to the rest of the ring are adjusted appropriately.
mapped to GP as connected partitions. A partition that is notNext, let us turn our attention to the next two constraints—
connected is considered infeasible while construcking maximum and minimum sector size. Suppose the maximum and

Notice that the graph theoretic formulation returns theinimum allowable sector width is denoted 8., and&.,i,,
optimal sectors in terms of a list of terminals that belong tespectively. We require thét,;, < 6; < 8. for all sectors
each sector. However, it does not say anything about wheré his constraint can be incorporated in the solution described
the actual sector boundary is located. The choice of the actiraSection IV-C by modifying the way edges are assigned in the
sector boundary is flexible since it can lie anywhere betweemtwork. An infinite weight is assigned to edges in the network
the closest two terminals that belong to different sectorhat correspond to sectors that are wider or narrower than the
The location of the boundary between neighboring verticgpecified limit. Thus, while searching for a shortest path, such
might have practical significance when considering physicséctors do not emerge as possible solutions. The rest of the pro-
constraints as explained in Section IV-E, however, it has medure of finding the optimal partition remains the same.
impact on the cost function and the optimization given in (13). Recall that without constraints, the optimal sector boundaries

So far, we established that TP is actually equivalent to Giee flexible, i.e., as long as each sector contains the optimal set
with a separable objective function. Recall from Theorem df users, the exact locations of sector boundaries are not im-
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portant. However, with constraints present, the angular spaueserve that at the optimum solution of MR, = ~* for alll

between neighboring terminals becomes significant, and henwsers and users belonging to the same sector should have equal
boundaries less flexible. It is also worth noting that feasibilityeceived power at the base station. Then, (17) can be rewritten as,
issues arise with sector size constraints. It may be the case that

.

there exists no sectorization configuration satisfying a particular . v (o® + ) 1
. . o : . min Z - — (MTP)
size constraint. For example, it is not possible to find three secs,nr; 4 v(M;(0) - 1) h;
tors each less that20°. -
N
V. MULTICELL ENVIRONMENT M;(0) < G/y"+1 ZMi(ﬂ) =M 176 =2nx.
. . . . . . =1
In this section, optimal cell sectorization and transmit power (18)

assignment for a cell in a multicell system is considered. The

scenario we consider is appropriate for enhancing the capadtgomparison between (11) and (18) reveals the difference be-
of a highly loaded cell, &ot spot in the network. It is assumed tween the optimization problem in a single cell and a multicell
that the transmit power values for out-of-cell interferers are ascenario. With OCI present, the total interference experienced
signed and do not change significantly as a result of the sectr-sector: is o2 4+ I* as opposed to the AWGN power of
ization of the hot spot cell. Suppose a cell withusers is to be when there is no out-of-cell interference. The alternative expres-
divided intoV sectors wherd. users interfere from outside thesion of the MTP in (18) allows us to observe that the formula-
cell. Define the out-of-cell interference (OCI) profilE¢), asa tion of the problem as a graph partitioning problem is still pos-
discrete function that gives the value of the interference powable with slight changes to the methodology already explained
seen at the base station of the cell to be optimally sectorizedintSection IV. In particular, the weight of a subsebf the set

is a function of¢, the direction of interferencgi.e., the value of verticesV should be modified as follows:

of the OCI function atp;, is denoted by, = I(¢x) and is the v (0% + I9)

contribution of thekth out of cell interferer which has angular W(S)= ———~ Z W (19)
distancepy, to the cell to be optimally sectorized. Thus, the OCI 1— M Jo——

function has nonzero value only at a set of angle vatyeshere G

k=1,..., L. (Fig. 7 shows a sample OCI profile.) We will as-wherew;, = 1/h, andI® is the OCI associated with subsgt
sume thatl (¢) is known at the base station of the hot spot cellt remains to calculatd™ for each subse§ in any given fea-
The level of OCI of any given user in the hot spot cell desjple partition. This calculation from (16) brings an additional

pends on the area covered by its sector. In particular, the Qégmputational cost to the GP problem, but the complexity of the

that user; € s; experiences in sectarwhich covers a region problem remains polynomial.
i—1 1—1 i 7 . ) L.
froma'=t =3 " 6;t0a" =3 _, 6; canbe expressedas  We can also formulate a multicell received power optimiza-

tion problem (MRP) similar to the MTP formulation above as

I = I. (16)
- Iglin Z Z pih; (MRP)
Recall thaiz; denotes the index of the sector that usbelongs P =1 jési(e)
to. For any two userg, & € s; in the same sector, the OCI are pih; .
J% = Jox = [ st ;=

z
Z(Sk]’pkhk/G—‘rI”’j + 02

Note that, since the OCI is a function of the sector width, oy
Sl

optimal cell boundaries are no longer flexible as is the case in . -
the single cell scenario. To limit the infinite degree of freedom in j=1....M p=20 176=2r. (20

selectioq of septor bouqdary locations, we constrain_the se.cA%rin Section Ill, we observe that the SIR constraints are met
bouqdarles tq I|e_ only_mldvx{ay between any par Of naghbonrwith equality and that the received powers of any two terminals
terminals. This limitation will render the optimization problequithin the same sector are equal at the optimal allocation. As a

manageable. : A !
: . .._ . result, MRP in (20) can be simplified to give
We denote by MTP the multicell transmit power optimization ! in (20) Impim g
problem. In the presence of OCI, MTP can be formulated as N M(0)y (o2 + 1)
min Z - (MRP)
N oM = y(Mi(6) - 1)
min i MTP G
op ;jg:w) pod ) N
Db M(0) <G/ +1 > Mi(0)=M 176 =2
st v = - 29" i=1
Z(Skjpkhk/G + 1% + o2 1)
ki
j=1L.... M Due to the OCI term in the cost function, a simple solution sim-
p>0 179 = 2. (17) llarto the closed form solution of Section 1l is not available in

the multicell setting. However, we can use the graph theoretic
Notice that the OCI contributes the additional interference tertools explained in this paper to solve the MBBtimally. More
in the denominator of the SIR in the above equation. Once agaspgecifically, when constructing the network corresponding to
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90 TABLE |
TOTAL TRANSMIT POWERS[WATTS] OBTAINED FROM THREE METHODS

120 60
A
- A Figure 4 | Fi
. gure igure 5
Termmal. ''''' TTP(OP) | 63 39
1 L TTP(ED) | 9.1 12
50 TTP(UP) | Infeasible | 5.8

R,

180

UP‘/

210 330 boundary
180 0
270

Fig. 4. Sector boundaries of OP and EP in a cell where the number of termin
M = 36, number of sectorsV = 6, processing gailt = 64, target SIR
~* = 7 dB, and noise power? = 1013,
the optimization problem, the weight of a subsebf the set
of verticesV should be assigned as

S|ly* (a2 +I° 270

v = B @
11— i Fig. 5. Sector boundaries of OP, EP, and UP in a cell where the number of
G terminalsid = 36, number of sector®’ = 6, processing gait' = 64, target

5 . . SIR~* = 7 dB, and noise power? = 10~*2. The distribution of terminals is
where [” is the OCI associated with subsgt Once these yniform in area.

weights are obtained, the solution method is identical to MTP.

Inthe nextsection, we will provide examples both forthe singke

; . . tal transmit power values for all three methods in Table I. It
cell system and for a hot spot cell in a multicell setting, ang P

compare the results of several different sectorization methodCan be seen that, for this example, OP and EP result in quite dif-
P f&rent total transmit power values, and OP brings 40% improve-

ment in total transmit power (TTP) as compared to EP. Thisis an
example where finding OP really pays off in terms of transmit
We provide sectorization results by three methods: transmitwer savings.
power optimization, received power optimization, and uniform Next, we consider a scenario where the distribution of the ter-
sectorization. The output of the algorithm given in Section IV-@Ginals are uniform in area within the cell. The resulting sec-
is the optimal partitioning (OP) that minimizes sum of transmtbrization arrangements are shown in Fig. 5. For this example,
powers of all users in the cell. Sectorization that places an eqtted total transmit power of OP [TTP(OP)] is about 32% less
number of terminals in each sector, equal population sectorithan the total transmit power of UP [TTP(UP)]. However, OP’s
tion (EP), is the minimum received power result. Finally, in unimprovement over EP is only 7% (Table I). In general, in case
form sectorization (UP), sectors are of equal width and their oof uniformly distributed terminals, TTPs with OP, EP, and UP
entation does not depend on the terminal locations. are expected to be close to each other. An extreme case where
First, we consider the single cell system. Fig. 4 shows sectdt three methods yield the same TTP is when the terminals lie
boundaries obtained by OP and EP. For this particular examm&ng the perimeter of a circle at uniform angular spacing.
UP is not feasible, i.e., the system cannot support acceptabl&he effect of the sector width constraint on the optimum par-
SIR to all users in the cell if uniform sectorization of the cellitioning is displayed in Fig. 6. In this example, the OP with no
is employed. Adaptive sectorization enables the system to sgpnstraints yields a transmit power of 6.3 W. When the sector
port all users. For this example, we observe that this is accomidth is constrained ta20°, the OP results in 6.6 W, and the
plished by placing narrower sectors where users are more clssetor boundaries are altered as shown in the figure. The two
tered and isolating users with large path losses, which is intther constraints we discussed earlier can also be easily accom-
itively pleasing. Recall that OP has complexityA/2 N ). Since modated with no increase in computational complexity.
EP is much easier to implement, one might wonder how EP per4n the multicell scenario, we study sectorization of a center
forms in terms of total transmit power. We have compared tleell that is surrounded by interfering cells on a 9-cell grid.

VI. NUMERICAL RESULTS
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Fig. 8. Sector boundaries of OP, EP, and UP in a cell with no OCI where the
number of terminals\/ = 24, number of sectoréV = 4, processing gain

G = 64, target SIRy* = 7 dB, and noise power? = 10—*2. The number of
out-of-cell interferers id. = 48 and they are distributed uniformly, but they do

270 not transmit in this case.
Fig. 6. Sector boundaries of OP, both without any constraints and with secteggoq ° o o
width constrained td20°, where the number of terminal/ = 36, number o :
of sectorsV = 6, processing gaild’ = 64, target SIRy* = 7 dB, and noise o ° o i o
powerc? = 1071, : :
2000 : © out-of-cell ©
b A ° ¢ interferer
°© terminal
o o o :
1000
¢2 ¢1
0
03 0
s ~1000
° o
% -2000f ; : 0 o
(@) o ° o
: o o
I(q)) -3000 L 1 10, 1 L ]
-3000 -2000 -1000 0 1000 2000 3000
I I4 Fig. 9. Sector boundaries of OP, EP, and UP in a cell with OCI where the
3 I number of terminals\/ = 24, number of out-of-cell interfererd = 48,
5 number of sectord” = 4, processing gaifr = 64, target SIRy* = 7 dB, and
1 noise power? = 10~1*. The out-of-cell terminals transmit with maximum
I 2 power of 1 W. The distribution of out-of-cell terminals is uniform. Same setting
as in previous figure.
MTP problem explained in Section V. UP is obtained by se-
lecting the best partition, i.e., the partition that yields the lowest

0 ¢ 05y 0, o 0s 2n total transmit power, among all the partitions where each sector
®) is the same size. EP is obtained by selecting the best partition
among all partitions that place an equal number of terminals in

Fig. 7. (a) Terminals outside the coverage area of the cell cause interferepee-h sector. OP boundaries represent the solution of the MTP
at the base station at the given angular positions. (b) The level of interferen )

e . . . . .
caused by each user maps to an interference profile where interference powékg@med by using th? graph theoretic transformation explalned
the base station is plotted as a function of the direction of interference. earlier. For computational ease, we assume that a boundary can

be placed only halfway between any two terminals as opposed
We examine the worst-case scenario by assigning maximenthe infinitely many possible boundary placement. Fig. 8
transmit power to all the out-of-cell interferers. Maximunshows sector boundaries for uniform sectorization (UP), equal
transmit power level is taken to be 1 W. We compare bothopulation sectorization (EP), and optimal sectorization (OP)
uniform sectorization (UP) and equal population sectorizatiavhenno out-of-cell interferers are active. Fig. 9 shows UP, EP,
(EP) with optimal sectorization (OP) obtained by solving thand OP boundaries for the same system when all out-of-cell
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TABLE I
TOTAL TRANSMIT POWERS[WATTS] OBTAINED FROM OP, EPAND UP IN THE
MULTICELL SCENARIO

previous case with slight modifications to the formulation under
the assumption that the interference profile is available at the
base station of the cell in question. Results obtained in both

Figure 8 (no OCI) | Figure 9 (with OCI) the single cell and the multicell scenarios show transmit power
%F};(gg) $~6 7.0 savings and strongly encourage the use of adaptive sectorization
TTPEUP)) 1? i‘g to support more users for a given SIR target.
% improvement 15,100 15, 120 The graph theoretical approach introduced in this paper is

fairly general and can accommodate several different constraints
that are encountered in practical systems. To this end, we have
shown the accommaodation of, and provided results for, physical
constraints related to the sizes and the formation of different sec-
tors. We note that it is possible to accommodate maximum and
minimum transmit power constraints into this formulation as
well. The existence of these extra constraints is reflected in the
construction of the feasible partitiohk i.e., a partition where

the maximum or minimum power constraint violated simply is
notincluded inIL.

3000

2000

1000

N pAMEE
MRP%ptumzatIV -

boundary \ Finally, the motivation behind the present paper is to enhance
S I S 8, theuplink capacity of CDMA systems. Equally interesting is-
EP boundary : sues arise and are currently being investigated when downlink
o 0 o ° is considered to be the capacity limiting link, as may be the case
~2000p 0 o : : for future wireless systems with internet browsing capability.
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Fig. 10. Comparison between OP boundaries that solve MTP, EP boundar
and MRP solution boundaries.
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