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Abstract There has been much recent attention on using
wireless relay networks to forward data from mobile nodes to
a base station. This network architecture is motivated by per-
formance improvements obtained by leveraging the highest
quality links to a base station for data transfer. With the ad-
vent of agile radios it is possible to improve the performance
of relay networks through intelligent frequency assignments.
First, it is beneficial if the links of the relay network are or-
thogonal with respect to each other so that simultaneous
transmission on all links is possible. Second, diversity can
be added to hops in the relay network to reduce error rates. In
this paper we present algorithms for forming such relay net-
works dynamically. The formation algorithms support intel-
ligent frequency assignments and diversity setup. Our results
show that algorithms that order the sequence in which nodes
join a relay network carefully, achieve the highest amount of
diversity and hence best performance.
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1. Introduction

Mobile nodes in traditional wireless cellular networks com-
municate through centralized base stations (BS) in a pre-
defined spectrum. To improve the performance of such
cellular networks, several studies on wireless relay
networks, also called hybrid wireless networks, have been
undertaken [1–4]. These solutions leverage the presence of
persistent resources to support relay networks, and therefore
rely on the fact that relay networks are always in existence.

We consider a multi-hop wireless cellular network com-
prised of agile radios in which relay networks are dynami-
cally formed when performance on the radio access network
is degraded. The spectrum for each relay network is allocated
dynamically. In this way, multiple non-interfering relay net-
works may operate in parallel through the use of agile radios.

Because of the dynamic nature of these systems, the con-
tinuous existence of relay networks cannot be guaranteed.
The spectrum on which a relay operates may be leased for
a limited time. When network performance improves, or the
spectrum on which it is operating is reclaimed, a relay net-
work is dissolved and all nodes operate using the cellular
interface once again. This motivates the need for an ex-
plicit procedure for mobile nodes forming a relay network.
Figure 1 shows an example in which several groups of nodes
form relay networks to a BS. In this example, two relay net-
works operating on different spectrums are formed in the
cell.

In this paper we consider new algorithms that support
the formation of relay networks utilizing multiple frequency
bands. We are motivated by the vision of agile radio tech-
nology where multiple frequency bands can be exploited
between the mobile nodes. The multiple orthogonal bands
may be used to construct relay networks comprised of non-
interfering links so that multiple nodes within range of each
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Fig. 1 Example of relay
network formation

other may transmit simultaneously on different channels
without relying on a MAC protocol or distributed scheduling
algorithm to resolve contention.

Furthermore, the availability of multiple frequencies al-
lows the mobile nodes to form diversity paths between each
other. Path diversity helps reduce the bit error rate, and in-
crease the throughput. The broadcasting nature of the wire-
less medium enables an intermediate relay node to overhear
the data broadcasted by the source, which then relays the in-
formation to the destination on a new frequency band. Such
relay-assisted schemes have been attracting much interest
recently due to the performance improvement they provide
[5–10].

We posit that network formation algorithms that exploit
diversity provided by the physical channel and intelligent
resource allocation lead to better end-to-end performance.
We investigate five algorithms for forming relay networks in
which mobile nodes communicate over multiple frequency
bands and exploit two-hop diversity path when possible. We
compare the performance of these algorithms based on the
quality of the resulting relay networks considering end-to-
end error rate, percentage of non-interfering hops on each
path, and percentage of hops with diversity on each path. We
show that using simple algorithms which allow local nodes

to make frequency assignments based on limited information
can achieve high performance. Our results show that network
formation algorithms which enforce some order in assigning
frequencies are more effective than those that allow nodes to
randomly join the relay network.

In this paper, we make the following contributions:

� We present a network model for a multi-hop wireless cellu-
lar network in which relay networks operating in different
spectrum are dynamically formed and removed. Mobile
nodes in each relay network can exploit multiple frequency
bands so that they can transmit or receive data simulta-
neously on non-interfering links even if they are within
transmission range of each other.

� We develop relay network formation algorithms for such
an environment for the first time. These algorithms provide
frequency assignments to establish non-interfering links
between mobile nodes. Moreover, they allow the mobile
nodes to establish two-hop diversity paths between adja-
cent nodes to reduce bit error rate and increase throughput.

The rest of the paper is organized as follows. In Section 2,
we briefly discuss related work in this area. In Section 3,
we present the basic relay network formation algorithms
and the architecture and properties of dynamic multi-radio,
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multi-hop wireless cellular networks. In Section 4 we extend
these algorithms to accommodate diversity and multiple
frequencies per relay network. In Section 5, we derive the
end-to-end error probability of the network as a performance
metric. In Section 6, we evaluate the performance of the
network schemes by providing simulation results. In
Section 7, we discuss the related issues of the paper. We
conclude the paper in Section 8.

2. Related work

In the following subsections we briefly review previous work
on multi-hop wireless networks and diversity in such net-
works.

2.1. Multi-hop wireless cellular networks

Work on multi-hop wireless networks can be broadly
grouped into two areas: those that consider a single fre-
quency on which the network operates, and those which
propose to use multiple frequencies. Studies show that an
equivalent service can be provided to the end-user with a
reduced base station density if wireless relays are used for
multihopping, thus reducing the infrastructure cost [11, 12].
Moreover, the spectral efficiency of currently deployed single
hop systems can also be significantly improved. The practi-
cality of multi-hop traffic relaying is justified according to
these cost models.

There has been a great deal of work on single frequency
multi-hop wireless networks to improve cellular network
performance [1–4]. We are particularly interested in the
third generation (3G) wireless environment in which the
sharing of communication resources is done via a combi-
nation of regulating power and time division multiplexing.
For example, in the 1xEV-DO system, the BS schedules
only a single node for downlink transmission at any in-
stant, and transmits at full power. The bit rate achieved
during each time interval depends on its signal quality to
the mobile node, which is a function of distance. If the
BS can schedule nodes with better signal quality more of-
ten, then a higher average bit rate for the network can be
achieved.

To maximize the throughput of such networks, the UCAN
[4] system proposes that the BS transmit all downlink data to
mobile nodes with high signal quality, and that these nodes
then forward data to other nodes in the network through a
high speed relay network operating in a different spectrum
than the 3G interface, specifically using an 802.11 network.
In this way, the downlink from the BS can always run at
its maximum rate and all users achieve higher throughput.
It is reported that UCAN can achieve improvements of the
average and maximum throughput of up to 82% and 37%,

respectively. This work assumes that a persistent 802.11 net-
work exists for use as the relay network.

Recently, there has been a great deal of effort on ad-
vanced wireless networks in which nodes are able to simul-
taneously communicate with their neighbors using multiple
radios/interfaces over multiple orthogonal channels [13–15].
In [15] it is shown that we can asymptotically achieve opti-
mal network capacity by using multiple interfaces and that
the network throughput can be significantly improved when
mobile nodes are equipped with multiple interfaces and en-
abled to utilize multiple channels even if mobile nodes have
smaller number of radio interfaces than the number of avail-
able channels. In order to form multiple orthogonal links ef-
ficiently, several channel assignment schemes are proposed
in [13, 14].

These previous efforts differ from ours in two key ways.
First, they do not consider path diversity. Second, they are
designed for ad hoc or mesh networks, and do not, therefore,
rely on neither ordering of requests to improve the efficiency
of frequency assignments nor base station broadcasts to dis-
seminate information.

2.2. Wireless diversity relay networks

An intense research effort is currently being directed to un-
derstanding the performance limits of wireless relay net-
works [5–7]. To increase the transmission range and capacity
of wireless ad-hoc networks, data packets can be delivered to
the destination not only by a direct link, but by one or more
diversity paths with the help of intermediate relay nodes.
Such relay assisted communication systems are shown to
achieve the benefits of spatial diversity without requiring
physical antenna arrays [8–10].

In wireless relay networks, the relay node overhears the
data from the source, performs appropriate signal processing
of the received data, and forwards the data to the destina-
tion. The destination combines the received signals from the
source and the relay to achieve a higher data rate. Realis-
tic scenarios require orthogonality between the transmission
from the source and the relay to avoid the need for simulta-
neous transmission and reception at the relay. This orthogo-
nality can be realized by frequency division [16–18, 27] time
division [5, 7, 8, 19] or code division [9, 10].

Methods of forwarding the data at the relay include the
so called amplify and forward (AF), and decode and forward
(DF) schemes [8, 20–22]. In AF, the relay simply amplifies
what it receives from the source and forwards it to the des-
tination. In DF, the relay decodes the signal from the source
and re-encodes and forwards the newly encoded data to the
destination. As long as there is no decoding error at the relay,
DF performs better than AF because the destination can re-
ceive the two identical signals from the diversity paths [20].
The possibility of a decoding error is low for reasonably large
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received signal-to-noise ratio (SNR) values at the relay. If the
SNR is not large, the signal may be decoded in error, and
DF can perform worse than AF [20]. In order to prevent this
error propagation, the relay nodes typically employ a thresh-
old rule [20, 21] by which they decide to perform DF only
when the received SNRs are larger than a threshold. We note
that DF needs to be employed when the nodes use different
frequencies on successive links because the signal from one
frequency band has to be decoded and re-encoded for the
different frequency band. Thus in this paper, we consider the
case where all relay nodes employ DF.

3. Base relay network formation algorithms

In this section we present the basis for our relay network
formation algorithms and protocols. As described in this
section, these algorithms address the formation of relay net-
works each of which operates in a single frequency band. In
Section 4, we extend these algorithms to provide frequency
assignments for each link, and to build diversity hops when
possible in an environment in which relay networks operate
on multiple frequencies simultaneously. The details and an
evaluation of these base algorithms are available in [23].

A relay network is formed in two phases. In Phase I, a
gateway (GW) node is chosen for each group. If the BS
has spectrum available on which to form one or more re-
lay networks, this information is broadcast over the cellular
control channels so all nodes within the cell receive it simul-
taneously. The transmission radius of a node on the relay
network is very small compared to the cellular coverage.
Thus, a relay network generally consists of several isolated
groups of mobile nodes such as relay network 1 in Fig. 1.
Each group needs at least one GW node to act as a bridge
between the BS and the group. To select GW nodes, every
node initially broadcasts a neighbor advertisement (NADV)
message with a Time-To-Live (TTL) value of 1. The NADV
message contains the identification of the source node and its
received signal quality from the BS. When a node receives
NADV message from its neighbors, it compares its signal
quality with the BS with its neighbor’s. If the node has the
best signal compared to all neighbors, the node acts as a GW
node.

In Phase II, the nodes join the relay network by forming a
path through one of the GWs to the BS. We consider several
algorithms for this phase to overcome high contention or
overload at the GW nodes which may occur if all nodes
attempt to join the relay network simultaneously. We use a
modified version of AODV as the ad hoc routing protocol
to find the path from the mobile nodes to the BS. When an
intermediate node forwards a route request (RREQ) message,
it appends its identification and its distance from the BS to

the message. Thus, when receiving the RREQ, the GW node
can learn members within the relay network.

We leverage two optimization features of AODV and DSR
to reduce the overhead of forming relay networks. First,
a node may passively learn a route to a destination, for
example if it is part of a longer path to that destination. In
this case it will not launch its own RREQ. Second, a node that
has previously learned a route may immediately return this
route in response to a request without a further search. These
two features can greatly reduce the number of messages
required to find routes.

Each of the network formation algorithms uses the loca-
tion information of the nodes to varying degrees to schedule
control messages during network formation. These schemes
are No Wait (NW—all nodes attempt to find paths simultane-
ously), Furthest First (FF—furthest node in the cell launches
a RREQ first), Nearest First (NF—nearest node in the cell
launches a RREQ first), Locally Furthest one First (LFF—
furthest node within a group launches a RREQ first), and
Region-based LFF (R-LFF—nodes in the furthest region of
a group launch a RREQ first). Figure 2 shows an example of
each formation algorithm. For details, refer to [23].

Besides NW, all of the algorithms use some node-ordering
when scheduling RREQs to leverage passive route learn-
ing and immediate responding to reduce network formation
overhead. Each scheme exploits a different amount of par-
allelism in discovering routes. In general, more parallelism
leads to lower network formation latency but more messages
(overhead) related to network formation. FF and NF are the
most extreme in terms of enforcing an ordered schedule and
leveraging the routing optimizations. Neither FF nor NF is
feasible to implement accurately because of the difficulty of
every node obtaining an absolute position of all other nodes
in the relay network.

While FF and NF reduce the number of routing messages
flooded in the network, mobile nodes may experience long
latency due to the strict, sequential scheduling. To get the
benefits of FF and NF, and the potential low latency of NW
through parallelism, we propose LFF. In this scheme, the
nodes furthest from the BS within each group, called starting
nodes, will launch route discoveries first. All starting nodes
in the cell initiate a route discovery simultaneously, thus
several paths will be discovered in parallel.

LFF may still incur high latency with an increase in the
node density in the cell. At high node density, more nodes
are within transmission range of each other resulting in a
fewer number of groups in the cell, and hence, fewer paths
discovered in parallel. In order to increase the parallelism of
LFF, we propose R-LFF scheme. In this scheme, the path
from a starting node to a GW node in each group is divided
into pre-defined regions. All nodes in the same region initiate
a route discovery simultaneously.
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Fig. 2 Algorithm and example of relay network formation

In [23], we compare the performance of these algorithms
in terms of several metrics indicating the overhead of the
relay network formation and the efficiency of the resulting
relay networks. For formation overhead we consider latency,
signaling traffic generated, and load at the GW nodes dur-
ing the formation process. To evaluate the efficiency of the
resulting relay networks, we consider the average length of
the paths from the nodes in the relay network to the GW
nodes, and the amount of link sharing in the relay network.
Link sharing is a measure of traffic aggregation in the re-
lay network. By aggregating many flows onto links, we can
have several benefits such that the number of competing
and potentially interfering links is reduced. This will al-

low better performance from MAC layer protocols such as
those used in 802.11 networks that must resolve contention
across links [25, 26]. Second, if different frequencies are
being assigned to each link, as the number of flows sharing
links increases, fewer frequencies will be required in a relay
network to achieve orthogonality between links resulting
in more efficient spectrum usage. Finally, more efficient
scheduling algorithms may be deployed.

The evaluation in [23] leads us to conclude that having
nodes furthest from the BS initiate route discovery first is the
best approach for reducing the formation overhead. Based on
these observations, we extend these algorithms to form relay
networks which operate using multiple frequencies simulta-
neously.
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Fig. 3 Network model

4. Network formation with multiple frequencies

The network formation algorithms presented in Section 3
were designed to support relay networks operating in a sin-
gle frequency. In this section we extend these algorithms in
two significant ways to support relay networks comprised of
multiple frequencies. The first extension assigns frequencies
so that each link in the relay network is orthogonal, if possi-
ble. The second extension adds two-hop diversity, using an
intermediate relay node, to each hop of the path whenever
possible. The first extension allows nodes within transmis-
sion range to transmit simultaneously without requiring a
MAC protocol to resolve contention, thus increasing net-
work throughput and providing isolation of paths. The sec-
ond extension provides spatial and frequency diversity, thus
reducing the error rate on a path.

Our network model is shown in Fig. 3. Mobile nodes
cooperate to form a relay path to a BS through a GW node.
Nodes may play a combination of three roles as follows:

� Source nodes generate traffic.
� Intermediate nodes on the path forward traffic from the

source to the GW.
� Relay nodes provide a two-hop diversity path between two

nodes with a direct link.

Nodes may play all of these roles simultaneously. In Fig. 3,
node 1 is a source. Nodes 2, 3, and 4 are intermediate nodes;
node 3 is a source node as well. Node 5 is a relay node which
adds two-hop diversity to the link between nodes 2 and 3;
it could be also a source node. Node 6 is the GW for these
nodes to the BS.

All of the network formation algorithms discussed have
the following properties:

� The BS advertises the frequencies available in a relay net-
work.

� Mobile nodes are equipped with an agile radio so that they
are able to operate on all advertised frequencies.

� Even if multiple frequencies are available within each re-
lay network, every mobile node uses a common control
frequency to exchange all control messages (e.g. RREQ,
RREP, NADV) for the network formation.

� Even if each relay network can operate on multiple fre-
quencies, mobile node uses only one frequency to transmit
data at a time, i.e., nodes do not transmit data over multiple
frequencies simultaneously.

� In order to reduce the end-to-end error probability, and ul-
timately improve the throughput of the network, each node
can use two-hop diverse paths comprised of a single relay
node. In Fig. 3, node 2 transmits data to node 3 (its next
hop) on frequency f2. This transmission is also received
by node 5. Node 5 retransmits the data to node 3 on fre-
quency f3. Thus, node 3 receives the data twice on two
different frequencies. In order to build a two-hop diversity
path without any interfering links, each node should have
maximum 6 available frequencies for uplink and downlink
transmission of a source node.

The relay network formation schemes consist of three main
phases. Phases I and II are similar in purpose to those de-
scribed in Section 3 with extensions to support SNR mea-
surement, frequency assignment, and diversity. To determine
if adding diversity to a direct link will reduce an end-to-end
error rate, SNR measurements are made during the phase I.
Frequency assignments for both direct hops and diversity
paths are made during the phase II. Finally, for certain nodes
that have learned routes passively, diversity is added, if pos-
sible, during the phase III of the network formation after
initial paths are established.

4.1. Phase I—GW discovery and SNR measurement

Before choosing a frequency or deciding if diversity should
be added to a hop, each node calculates the local error prob-
ability given its local measured SNRs from its neighbors.
Every node joining the relay network initially broadcasts a
NADV message as part of the GW discovery. The NADV
messages are broadcast over all available frequencies in the
relay network; receivers measure and store the SNR value of
all received signals in their neighbor table. For each neigh-
bor, the table contains the ID of the node, its received signal
quality from the BS, and its received SNR from the neighbor
on each frequency. Based on the received signal quality from
the BS for each node, the GW node is chosen.
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Fig. 4 Example of the direct
path and joint node

4.2. Phase II—joining the relay network

In the path setup phase, the nodes join the relay network by
forming a path through one of the GWs to the BS. The RREQ
sent from a node is forwarded by several intermediate nodes
to the GW. When received, the GW replies with a RREP back
to the source. Note, the GW only replies to the first instance
of the RREQ message from the same source. The RREP
is delivered to the source node in reverse direction. The
path established by this exchange is called the direct path.
If the RREQ is received by a node that already has a path
to the GW, this node may generate an immediate RREP
response back to the source. If there are multiple paths
from the source node to the GW or replying node, some
intermediate nodes on the direct path may receive several
duplicates of the RREQ before receiving the RREP. These
nodes are called joint nodes.

Figure 4 shows an example of a direct path and a joint
node. In this example, the group contains seven nodes and
one GW. The RREQ generated by node 1 is forwarded to the
GW by nodes 3, 6, and 7. The RREP is returned by these
nodes to the source. Thus, in this case, the direct path for
source node 1 consists of nodes 1, 3, 6, and 7. Since there
are multiple paths from nodes 1 to 6 and from nodes 3 and 6,
node 6 may receive multiple duplicates of the RREQ before
receiving the RREP from node 7. As a result, node 6 detects
that it is a joint node.

4.2.1. Direct hop frequency assignment

While establishing the path, a frequency must be assigned
to each hop. This includes both direct hops and diversity
hops. This frequency assignment is performed by intermedi-
ate nodes on the direct path. When each intermediate node re-
ceives a RREP, it is responsible for assigning suitable up and

downlink frequencies for the link between itself and the next
node on the reverse path before forwarding RREP to the node.

In our modified AODV protocol, the RREQ contains the
SNR information of the uplink node, and the RREP contains
the frequencies used by the downlink node on the reverse
path. Thus, a node can determine the frequencies available
for the next hop. Based on the SNR information of the next
node, the node selects frequencies which have the highest
SNR value over the available frequencies.

Figure 5 shows the frequency assignment algorithm and
an example of the frequency assignment at node 7 in Fig. 4.
In this example, we have 4 frequencies for the relay network.
During the SNR measurement procedure, node 7 keeps the
SNR value of all received signals and path information sent
from node 6 and the GW in its neighbor table. The RREP
sent from GW node indicates that, for the source node 1, the
GW has assigned the frequency f1 for the uplink and f2 for
downlink to the link between node 7 and GW node. Node
7 consults its routing table and neighbor table to select two
frequencies for its hop to node 6. It excludes f1 and f2 and se-
lects the remaining frequencies with the highest SNR value.

If the node receiving the RREP has no available non-
interfering frequencies to choose from, it may select a fre-
quency that is already assigned to other link. In this case,
a MAC layer protocol must be used to resolve contention
between the competing links, thus lowering network perfor-
mance. After selecting the frequencies, the node inserts the
assigned frequency information into RREP and forwards it
to the next node on the reverse path.

4.2.2. Detecting possible diversity paths

In order to reduce the end-to-end error probability each
node will add diversity to each hop of the path if possi-
ble. Here we consider two-hop diversity paths which con-
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Fig. 5 Frequency assignment

sist of a direct link and one relay node. In Fig. 4, the
only alternative path between two adjacent nodes with a
single intermediate hop is between nodes 3 and 6 via
node 4.

Based on the path information in the received RREQs,
each joint node checks if the previous node of a RREQ is
equal to the previous node of another RREQ in two-hop
distance. If there is a RREQ satisfying the condition, there
is a two-hop diverse path between the previous node on
the forward path and itself. For example, in Fig. 4, node 6
receives 3 RREQs. From the path information of the RREQ,
it detects that it receives a RREQ from node 3 directly, and a
duplicate of the RREQ from node 3 through node 4. Thus, it
realizes that there is a two-hop diverse path between node 3
and itself.

4.2.3. Diversity setup

If the joint node detects a two-hop diverse path, it attempts
to add a diversity path. Setting up the diversity path includes
checking if there are available frequencies to be assigned
to the diverse path with a link SNR above the threshold,
reselecting the frequencies for the direct hop, and selecting
the most suitable frequencies for the diverse path. If there is
no available frequency for the diverse path, then diversity is
not established.

During the initial direct hop frequency assignment proce-
dure, the up and downlink frequencies which have the highest
SNR value of the direct hop over the available frequencies
are selected. However, in order to maximize the benefits of
diversity, the joint node reselects the uplink frequency, fu,
which has the highest SNR value of the hop from the next
node on the reverse path to the relay node instead of the
direct hop. In the same way, it reselects downlink frequency,
fd, which has the highest SNR value of the hop from itself to
the relay node.

Then, the joint node selects the uplink frequency for the
relay node, fu relay, which has the highest SNR value of the
hop from the relay node to itself, and the downlink frequency
for the relay node, fd relay, which has the highest SNR value
of the hop from the relay node to the next node on the reverse
path. If diversity is established, the joint node inserts the
assigned frequency information into the RREP and forwards
it the next node. It also sends RREP to the relay node.

4.3. Phase III—Adding diversity to the relay node

Relay nodes may act as a source node as well as shown in
Fig. 3. When receiving the RREP from the joint node at the
end of diversity setup procedure, the relay node passively
learns a route to the GW. Therefore, the relay node may
not participate in the procedures to establish a diversity hop
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Fig. 6 Three-node relay network with two-hop diversity

from itself to the joint node. In order to get improved network
performance, the joint node can add diversity for the relay
node in this phase.

In order to do this, the joint node assigns up and down-
link frequencies and establishes diversity in the same way
described in the previous section. While this phase is logi-
cally separate from the path setup phase, the joint node can
perform these procedures simultaneously with setting up a
diverse path in the previous phase. Thus, the joint node can
insert all assigned frequency information for two diverse
paths into the RREP and forward it the next node and the
relay node.

While this procedure complicates path setup, it provides
performance improvements discussed in Section 7.

5. Error probability analysis for the relay network

Once the specific frequency channels are assigned between
the source node and the gateway node, the paths in the relay
network will be a combination of interfering direct hops,
non-interfering direct hops, and diversity hops depending
on whether the intermediate relays choose to perform DF
or not. In this section, we provide the error probability as a
performance metric. In this regard, we assume that either a
MAC protocol or distributed scheduling algorithm arbitrates
the interfering hops, and so that for the purposes of error
rate, these links can be treated as simple non-diversity
links.

We start with the error probability of the three-node relay
network with two-hop diversity as shown in Fig. 6. We con-
sider the scenario where binary phase-shift keying (BPSK)
is employed at each node along with the appropriate detec-
tion schemes, i.e., maximum-likelihood (ML) detection at
the relay and maximum-ratio combining (MRC) at the des-
tination [24]. We assume that our channels are quasi-static.
The noise terms, Zsd, Zsr, Zrd, are independent and identically

distributed Gaussian random variables with zero-mean and
variance1 1/2. The input-output signal model is given by

Yrd = hrd b̃ + Zrd (1)

Ysd = hsdb + Zsd (2)

Ysr = hsr b + Zsr (3)

where b denotes the transmitted bit from the source that is
equiprobable to be 1 or −1, and b̃ is the transmitted bit from
the relay that is either b or −b depending on the correctness
of decision at the relay. Yrd denotes the received signal at the
destination node from the relay node, and Ysd is the received
signal at the destination node from the source node. We also
denote Ysr as the received signal at the relay node from the
source node. We assume that the effect of the transmitted
power and noise power are taken into account in the channel
gains, hsr, hsd, and hrd.

2 We define the received SNR at the
each node given by

γsr = h2
sr , γsd = h2

sd , γrd = h2
rd (4)

Considering the possibility of the decoding error at the relay,
the error probability is given by

Pe =
{

1 − Pd
c|γsr ≥γth

Q
(√

2γsd
) if γsr ≥ γth

if γsr < γth
(5)

where γth is the received SNR threshold at the relay for
initiating DF operation. The error probability of BPSK is
expressed as Q(

√
2SN R) where Q(x) is the Gaussian tail

function defined by [24]

Q(x) = 1√
2π

∫ ∞

x
e−u2/2du (6)

When γsr ≥ γth, the correct decision probability at the des-
tination is given by

Pd
c|γsr ≥γth

= Pr
c Pd

c|correct at relay + Pr
e Pd

c|error at relay (7)

where Pr
c is the correct decision probability at the re-

lay, Pd
c|correct at relay is the correct decision probability at the

destination given that the detection at the relay is cor-
rect, Pr

e = 1 − Pr
c is the error probability at the relay, and

Pd
c|error at relay is the correct decision probability at the destina-

tion given that the detection at the relay is erroneous. It can
be readily shown that the error probabilities are given by

1 For convenience we normalize the one sided power spectral density
to unity.
2 Channel gains are assumed to be real numbers throughout the paper.
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Pr
c = 1 − Q

(√
2γsr

)
Pr

e = Q
(√

2γsr
)

Pd
c|correct at relay = 1 − Q

(√
2 (γsr + γsd )

) (8)

where Pd
c|correct at relay is the correct probability of MRC de-

tection for receiving two identical signals from two diversity
paths [24].

Next, we set out to find Pd
c|error at relay . If there is an error

in the detection of signal from the source at the relay i.e.,
b̃ = −b, the received signal at the destination is given by

Yrd = −hrdb + Zrd

Ysd = hsdb + Zsd
(9)

The weights of the MRC at the destination are chosen by

Wrd = hrd√
h2

rd + h2
sd

, Wsd = hsd√
h2

rd + h2
sd

(10)

The sign of the variable U = WrdYrd + WsdYsd yields the
bit decision at the destination. In this scenario, it is straight-
forward to show that Pd

c|error at relay is given by

Pd
c|error at relay =

{
1 − Q

(√
2γcom

)
if γsd ≥ γrd

Q
(√

2γcom
)

if γsd < γrd
(11)

where γcom is the combined SNR at the output of MRC

γcom = (−γrd + γsd )2

γrd + γsd
(12)

Now, we have Pd
c|γsr ≥ γth

Pd
c|γsr ≥γth

=




(
1 − Q

(√
2γsr

)) (
1 − Q

(√
2 (γsd + γrd )

))
+ Q

(√
2γsr

) (
1 − Q

(√
2γcom

))
if γsd ≥ γrd(

1 − Q
(√

2γsr
)) (

1 − Q
(√

2 (γsd + γrd )
))

+ Q
(√

2γsr
)

Q
(√

2γcom
)

if γsd < γrd

(13)

Finally, the error probability is obtained by inserting (13)
into (5).

We note that the foregoing error probability is for a single-
hop three node relay network. If we have more than one
hop from the source to the destination, the end-to-end error
probability can be expressed as

Pe2e = 1 −
N∏

i=1

(1 − Pe,i ) (14)

where N is the total number of hops between the source and
the destination and Pe,i is the error probability at the ith
hop which is given by (5). Note that in constructing (14),
we assume independent errors per hop, and that the correct
detection at the destination is done only when each hop
decision is correct. This is obviously a pessimistic estimate
for the actual end-to-end performance as intermediate bit
reversals between hops may lead to a correct decision at the
end. However, for clarity of exposition, we will use (14) the
end-to-end error rate in our numerical results.

To justify using the diversity relay channel, we consider
the example with three hops. We compare the bit error proba-
bilities of direct transmission only, versus transmission using
diversity relay nodes in Fig. 7. We assume that the received
SNR threshold at each relay node is 10 dB. For the diversity
case, the received SNR at each hop is 10 dB, 10 dB, and
15 dB, leading to each relay becoming diversity nodes. As
expected, having the added diversity leads to a much better
performance than using only the direct links.

We note that this performance gain is not always guaran-
teed unless we have an appropriately chosen received SNR
threshold. If the received SNR threshold is not high enough,
the diversity case can perform worse than the direct case,
when the direct link quality is relatively good. This is be-
cause the relay with a poor link can cause error propagation.
This is demonstrated in Fig. 8. Also, the quality of the link
between the relay and the destination plays an important
role. Since we use BPSK transmission, if there is a high er-
ror in detection at the relay and we have a better relay to the
destination channel, the destination is more likely to receive
an erroneous bit. However, if the relay to the destination
channel is bad, the erroneous bit can be flipped back to the
original correct bit. Thus, when there is high detection error
at the relay, we can get better error performance as the relay
to the destination link gets worse. Conversely, when there is
a small error rate at the relay, a better relay to the destination
link will provide better overall error probability. We set the
received SNR threshold to make sure that there is low er-
ror probability at the relay. Throughout our simulations, we
use 10 dB for the threshold for γsr which corresponds to a
decoding error of 10−6 at the relay node.

Note that when using DF, if an intermediate node correctly
receives a frame on the direct link, it does not need to wait
to receive the data on the diversity path before forwarding.
This way, latency is not increased.

6. Performance evaluation

6.1. Simulation environment

In order to evaluate the relay network formation algorithms,
we simulate our protocols using ns-2. Table 1 summarizes
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the simulation parameters. We use IEEE 802.11b with a
115-meter communication range as the common control fre-
quency for delivering routing messages. The CMU scenario
generation tool was used to create a network consisting of
up to 80 mobile nodes within a square cell of 886 × 886
m2. The BS is located in the center of the cell. We vary the
number of frequencies available within a relay network from
8 to 12. Each simulation is run 30 sec and each data point

in the result graphs is the average of 100 runs with different
topologies.

6.2. Performance metrics

We evaluate each scheme against three metrics: the average
end-to-end error probability of each node, the percentage of
hops with diversity, and the percentage of hops with interfer-
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Table 1 Simulation parameters

Variable Value

Duration 30 sec
Runs 100 runs with different topologies
Air interface range 115 m
MAC for common control signal 802.11
Cell size (BS at center) 886 m × 886 m
Routing protocol Modified AODV
Packet size 1500 bytes
Nodes per cell 1 → 80 nodes
Frequencies available within a
relay network

8 → 12 frequencies

�t 20 msec
Regions for R-LFF 5

ing links. All mobile nodes in the relay network except the
GW nodes can be source nodes for a path; the GW nodes are
always the destination for a path.

The average end-to-end error probability, Pava.e2e, is the
average error probability of all source and destination pairs
in the network and is given by

Pavg.e2e =
∑S

i=1 Pe2e,i

S
(15)

where S is the number of the source nodes in the network
and Pe2e,i denotes the end-to-end error probability of the ith
source and the corresponding GW node pair.

During the frequency assignment procedure, if there is no
available non-interfering frequency for a node to select for
a link, it will choose an interfering frequency. In this case a
MAC protocol is required on the link to resolve contention
in real-time. This reduces end-to-end throughput, potentially
severely, as shown in [25, 26]. The percentage of hops with
interfering links is defined by the average number of hops
assigned an interfering frequency to the total number of hops
of the path from each source node to a corresponding GW
node.

Percentage of hops with interfering links

=
∑S

i=1
#. of hops with interfering links on the path from node i to a GW node

total # of hops on the path from node i to a GW node

S

(16)

If a joint node detects a two-hop diverse path, it will select
a frequency to provide diversity if one is available that meets
the target SNR threshold. The relative diversity percentage
is defined as the average ratio of the number of hops having
diversity to the number of hops with possible diversity on
the path from each source node to a corresponding GW.

Relative diversity percentage

=
∑S

i=1
#. of hops with actual diversity on the path from node i to a GW node

#. of hops with possible diversity on the path from node i to a GW node

S

(17)

A hop is considered to have possible diversity if a two-
hop diverse path to it exists, i.e., the only reason it will not
have diversity is if no frequency above the SNR threshold is
available.

The absolute diversity percentage is defined as the ratio
of number of hops with diversity to the total number of hops
in a path.

Absolute diversity percentage

=
∑S

i=1
#. of hops with actual diversity on the path from node i to a GW node

total #. of hops on the path from node i to a GW node

S

(18)

We obtained results from two different scenarios de-
scribed as follows.

� Scenario I—equal SNR on each link: Every link is assumed
to have the same received SNR value of 10 dB. The number
of frequencies in each relay network is varied from 8–12.

� Scenario II—different SNR on each link: Each link has a
random SNR value in the range between 0 dB and 20 dB.
The number of frequencies in each relay network is 12.

6.3. Evaluation

In the following results, we compare the performance of the
five relay network formation algorithms. As a baseline we
include a case in which no diversity is added to a path. This
allows us to compare the performance gains of the forma-
tion algorithms based on their ability to add diversity. These
results are summarized in Table 2. We found, as expected,
that given a fixed SNR value, the end-to-end error probabil-
ity without diversity is proportional to the number of hops
on the path from each node to the GW. Figure 9 shows the

Table 2 Average end-to-end error probability of each node without
diversity

Nodes/network
Algorithm 10 30 50 80

NW 0.000008360 0.000011844 0.000016841 0.000024629
NF 0.000008461 0.000012391 0.000017660 0.000025147
FF 0.000008403 0.000012035 0.000016479 0.000022186
LFF 0.000008389 0.000012100 0.000016564 0.000023175
R-LFF 0.000008389 0.000012235 0.000016571 0.000023979
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Fig. 9 Average number of hops of each path
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Fig. 10 Average end-to-end error probability of each node with diversity
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Fig. 11 Average end-to-end error probability using diversity with various frequencies

average number of hops on the path from each node to the
GW for each algorithm.

6.3.1. Scenario I

Figure 10 shows the average end-to-end error probability
for all five formation algorithms versus the number of nodes
in the network when diversity is included. Figure 11 shows
how varying the number of frequencies available in the relay
network affects the average end-to-end error probability for
each node. Results for NF and FF are not shown because even
if we reduce the number of available frequencies in a relay
network to 8, when using these algorithms, joint nodes still
have enough frequencies to achieve almost 100% diversity.
This illustrates the efficiency of frequency assignments
when using strict ordering in scheduling join requests. NW

is affected most by the reduction in frequencies because it
does not allocate the frequencies efficiently and achieves
low diversity.

In Fig. 10, we observe that the algorithms that enforce an
ordered path establishment starting with nodes furthest from
the BS (FF, LFF and R-LFF) have the best performance.
These results can be explained by examining Figs. 12 and 13.

As shown in Figs. 12 and 13, NW results in a low percent-
age of diversity hops both in a relative and absolute sense.
With a small number of nodes, NW has the best perfor-
mance because each node sends out its own RREQ which
results in the shortest paths to the GW. However, as the num-
ber of nodes increases, this simultaneous broadcast of RREQ
causes each intermediate node to receive many RREPs. This
triggers a large number of frequency assignments resulting
in few frequencies being available for diversity.
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NF also performs poorly with respect to error rate. There
are two reasons for this performance. First, NF tends to
result in long average paths as shown in Fig. 9. Second,
NF also results in relay networks with few joint nodes, and
therefore does not have an opportunity to add much diversity
to its paths. As shown in Figs. 12 and 13, NF achieves a
high percentage of relative diversity, meaning that it assigns
frequencies efficiently, but has a low percentage of absolute
diversity. This latter fact is a result of having very few joint
nodes and is the main reason for the high error rates.

On the other hand, with FF the node furthest from the
BS establishes a direct path with diversity first, allowing
intermediate nodes on this path to share the frequency as-
signments. Moreover, many nodes adjacent to the path also
passively learn the route and this share the same path. There-
fore, intermediate nodes on the direct path do not have to

assign new frequencies when they act as source nodes, or
when they are part of the path for a different source node. As
a result, fewer frequencies are used on the direct path making
more frequencies available for adding diversity. As shown
Figs. 12 and 13, FF results in a relay network with both high
relative and absolute diversity. As a result, FF has the lowest
end-to-end error probability. In general, this is true for all of
the FF-based algorithms.

In Fig. 12, we find that the percentage of diversity is
inversely proportional to the degree of parallelism of the
formation algorithms. With a high degree of parallelism,
many nodes send out their own RREQ resulting in few nodes
sharing a path to the GW. The existence of multiple direct
paths uses the available frequencies thus reducing diversity
and increasing the number of interfering links.
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Fig. 12 Relative diversity percentage on the path
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Fig. 13 Absolute diversity percentage on the path
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Figure 14 shows the percentage of hops with interfering
links on the path from each node to the GW node. This result
shows that the ordered algorithms that perform frequency
assignments in order (either nearest or furthest first) are most
efficient and therefore result in fewer interfering links.

6.3.2. Scenario II

In this case, every node has a random SNR value in the range
of [0, 20] dB. Therefore, diversity may not be established in

some cases because no link above the SNR threshold exists
over which to setup the diversity hop. However, the suc-
cessful establishment of diversity will improve performance
greatly because some direct hop links may have poor SNR
values. Figure 15 shows the average end-to-end error prob-
ability of each node when diversity is included in the path
setup.

The average end-to-end error probability depends on the
SNR values of the nodes. This graph shows that we obtain
similar results as those shown in Fig. 10. NF generally has
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Fig. 14 The percentage of hops with interfering links
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Table 3 Percentage of nodes attempting to add diversity in Phase III
that are successful

Nodes/network
Algorithm 10 30 50 80

NW 100% 75% 70% 67%
NF – 100% 100% 100%
FF 100% 100% 100% 100%
LFF 100% 100% 94% 92%
R-LFF 100% 100% 90% 83%

the highest end-to-end error probability and the FF-based
algorithms have the lowest end-to-end error probability as
the number of nodes increases.

7. Discussion

In the following two subsections we discuss the impact of
adding diversity to relay nodes acting as sources, and optimal
frequency assignments.

7.1. Adding diversity to the relay node

As discussed in Section 4, if a node passively learns a route,
it will not participate in the procedures to establish a diversity
hop from itself to its next hop node. If this node is acting as
a relay node on a diversity hop for another path, there is the
possibility that a diverse path can be established for this relay
node when it is acting as a source as well. In order to add
diversity to the relay node, the joint node sets up a diverse
path for the relay node simultaneously when setting up a
direct path for a source node. It assigns additional frequencies
for uplink and downlink transmission of the relay node. Then
it inserts all assigned frequency information into the RREP
and sends it to the relay node as well as the next node on the
reverse path.

Table 3 shows the percentage of nodes that are successful
when attempting to add diversity using this method. Nodes
that fail do so because there are not enough frequencies
available for them to add the diversity hop. Each node that
is successful will see an error rate improvement on this hop
as shown in Figs. 7 and 8.

Because NW does not assign frequencies efficiently as
mentioned in Section 6.3.1, it does not benefit from this phase
except in cases of very small relay networks. As the num-
ber of nodes increase, the improvement of LFF and R-LFF
decreases because they cannot add diversity to some relay
nodes due to the lack of available frequencies. However, Ta-
ble 3 shows that FF and NF algorithm do not suffer from
this because they efficiently assign frequencies. Note that
NF cannot add diversity when the networks size is small.
In addition, even if NF can add diversity to almost all relay
nodes, it has the lowest absolute diversity percentage on the

path as shown in Fig. 13. In contrast, FF-based algorithms
can take full advantage of this phase.

7.2. Optimality of the formation schemes

In this paper, our formation schemes are based on single-path
AODV routing protocol. Thus, every node first establishes
a single direct path to the GW node, and then performs
frequency assignments and adds diversity where possible. In
general, the direct path is the shortest path from a source
node to the GW node. But, because the end-to-end error
probability of the network is affected by the SNR value of
each node as well as the hop count of the path, the shortest
path may not be the path that yields the best performance.
One possible solution is to extend path selection to multiple
rounds so that several end-to-end paths may be evaluated
before one is selected and committed.

Such a multi-round algorithm may also lead to more effi-
cient frequency assignments. In the current algorithms, while
returning the RREP, intermediate nodes assign the most suit-
able frequencies to the link for uplink and downlink trans-
mission to the next hop with limited information as to the
entire path. Thus, even if each node picks up the most suit-
able frequency for its own link, it may not be the globally
optimal assignment. A multi-round algorithm would allow
nodes to obtain more global information when performing
frequency selection.

8. Conclusion

In this paper we studied the formation of relay networks for
dynamic multi-radio, multi-hop wireless cellular networks.
We defined five network formation algorithms to support
the creation of relay networks that operate with multiple
frequencies. Our algorithms assign frequencies and create
diversity hops for the paths between a source node and the
GW node to the BS. The frequency assignments are made
to reduce the number of interfering links in the network. We
compare the algorithms in terms of the average end-to-end
error probability, percentage of diversity of each path, and
percentage of interfering links on each path in the resulting
relay networks.

We found that algorithms that order the path discovery
starting with nodes furthest from the BS perform best. This
is because these algorithms afford the highest amount of path
sharing and therefore result in the most efficient frequency
assignments.
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