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Abstract—A new model for the two-user multiple-access wire- 
tax channel is considered. In this model, the legitimate (main) channel is a discrete memoryless channel (DMC), and the wiretapper chooses a fixed-length subset of the channel uses where she has perfect access to the transmitted symbols of the both users, while observing the remainder of the transmitted codewords through a second DMC. As such, it generalizes the existing multiple-access wiretap channel models and extends the recently proposed new wiretap channel model to a multiple access setting. An achievable strong secrecy rate region for the model is derived. The achievement is established by solving a dual multi-terminal secret key agreement problem in the source model, where two independent sources are communicating confidential keys to a common decoder over a public channel in the presence of a compound wiretapping source. The secrecy of the two keys in the dual source model is established by deriving a lemma which provides a doubly exponential convergence rate for the probability of the keys being uniform and independent from the public discussion and the wiretapping source observation.

I. INTRODUCTION

The wiretap channel II (WTC-II) models a wiretap channel (WTC) with a noiseless main channel and a wiretapper who selects a fixed-length subset of the transmitted codeword symbols to noiselessly observe, while observing erasures in the remaining positions [1]. Authors in [1] have shown that the secrecy capacity of this model is equal to the secrecy capacity when the channel to the wiretapper is a discrete memoryless (DM) binary erasure channel (EC), concluding that the additional capability at the wiretapper of choosing erasure positions does not deteriorate the secrecy capacity.

Reference [2] introduced a DM main channel to the WTC-II in order to address a more general model with a wiretapper that is more capable than a passive observer. Authors in [2] derived inner and outer bounds for the capacity-equivocation region. Later, the secrecy capacity of the channel was shown to be equal to the secrecy capacity when the channel to the wiretapper is a discrete memoryless channel (DMC) binary erasure channel (EC), concluding that the additional capability at the wiretapper of choosing erasure positions does not deteriorate the secrecy capacity.

In recent reference [5], we have introduced and identified the strong secrecy capacity of a new WTC model in which the main channel is a DMC and the wiretapper, in addition to perfectly accessing a subset of the transmitted symbols of her choosing, observes the output of a DMC in the remaining positions instead of erasures. This new model includes as special cases both the classical WTC [6] by setting the subset size to zero, and the WTC-II with a DM main channel [2] by setting the wiretapper DMC to an EC with erasure probability one. Reference [5] thus quantifies the deterioration in secrecy capacity with respect to the previous wiretap models.

In this paper, we extend the new WTC model to a two-user multiple-access WTC (MAC-WT) [7]. The wiretapper in this model noiselessly observes both the symbols of the two users in the positions of the subset she chooses, while observing the remainder of the two codewords through a DMC. An achievable strong secrecy rate region is derived by solving a dual multi-terminal secret key agreement problem [8] and converting the solution to the original channel model using probability distribution approximation arguments [9].

Notation: We use the convention $A_{1:2} = (A_1, A_2)$ for random variables (vectors) and their realizations. $X_S \subseteq \{X_i\}_{i \in S}$, $S \subseteq \mathbb{N}$, $p_X^i$ denotes a uniform distribution over $X$. $V(p_X, q_X)$, $\text{Conv}(\mathcal{R})$ is the convex hull of $\mathcal{R}$.

II. CHANNEL MODEL

We consider the channel model in Fig. 1. The main channel $\{X_1, X_2, Y, p_Y|X_1, X_2\}$ is a DMC which consists of two finite input alphabets $A_1, A_2$, a finite output alphabet $Y$, and a transition probability $p_Y|X_1, X_2$. In order to communicate message $M_j$, $j = 1, 2$, which is uniformly distributed over $\mathcal{M}_j = [1, 2^{|M_j|}]$, to the common receiver, and to keep it secret from the wiretapper, transmitter $j$ maps its message into the codeword $X_j^n = [X_{j,1} \cdots X_{j,n}] \in A^n$ using a stochastic encoder. The messages $M_1$, $M_2$ are independent. The receiver, upon receiving $Y^n \in Y^n$, outputs the estimates $\hat{M}_j$, $j = 1, 2$, of the transmitted messages. Let $V^n = [V_1 \cdots V_n] \in V^n$ denote the $n$-letter output of the DMC $p_Y|X_1, X_2$; $V$ is a finite alphabet. The wiretapper chooses the subset $S \in \mathcal{S}$, with

$$\mathcal{S} \triangleq \left\{ S : S \subseteq [1, n], |S| = \mu \leq \alpha n, \alpha = \frac{\mu}{n} \in [0, 1] \right\},$$

where $\mu$ is the erasure probability of the channel to the wiretapper.

Fig. 1. New multiple-access wiretap channel model.
and observes $Z^n_S = [Z^n_1 \cdots Z^n_n] \in Z^n $, where
\[
Z^n_i = \begin{cases} \{X_{1,i}, X_{2,i}\}, & i \in S \\ \{V_{1,i}, \text{otherwise} \end{cases}
\]
and $S = \{X_1 \times X_2\} \cup \mathcal{V}$. An $(n, 2^{nR_1}, 2^{nR_2})$ channel code $C_n = \{C_{1,n}, C_{2,n}\}$ consists of the message sets $M_j$, the stochastic encoders $P_{X^n_j|C_{j,n}, j = 1, 2, \text{and the decoder}}$ $(R_1, R_2)$ is an achievable strong secrecy rate pair if there is a sequence of $(n, 2^{nR_1}, 2^{nR_2})$ codes, $\{C_n\}_{n \geq 1}$, such that (s.t.)
\[
\lim_{n \to \infty} \mathbb{P}(M_{1,2} \neq M_{1,2}|C_n) = 0 \quad \text{Reliability},
\]
\[
\lim_{n \to \infty} \max_{S} I(M_{1,2}; Z^n_S|C_n) = 0 \quad \text{Strong Secrecy}.
\]

III. MAIN RESULT

**Theorem 1** For $\alpha \in [0, 1]$ an achievable strong secrecy rate region for the new MAC-WT model in Fig. 1 is given by
\[
\mathcal{R}(\alpha) = \text{Conv} \left\{ \sum_{p_{U_1,X_1|U_2X_2}} \left\{ (R_1, R_2) : \begin{align*}
R_1 &\leq I(U_1; Y|U_2) - \alpha I(U_1; X_1|V), \\
R_2 &\leq I(U_2; Y|U_1) - \alpha I(U_2; X_2|V), \\
R_1 + R_2 &\leq I(U_1; Y) - \alpha I(U_2; X_2|V) \right\} \right\},
\]
where the union is over all distributions $p_{U_1,X_1|U_2X_2}$ which satisfy the Markov chains $U_1 - X_1 - YV$ and $U_2 - X_2 - YV$.

**Proof**: The proof is provided in Section IV.

**Remark 1** By setting the size of the subset $S$ to zero, i.e., $\alpha = 0$, in (3), we obtain the achievable strong secrecy rate region derived in [10, Theorem 1] for the MAC-WT. The same region was derived under a weak secrecy criterion in [7, 11].

Reference [4] provides achievable strong secrecy rate regions for the two-user MAC-WT II, where the main channel is a DMC and the wiretapper selects a subset of the channel uses and observes erasures outside this subset, under two different wiretapping scenarios. In the first scenario, the wiretapper, in each position of the subset, decides to noiselessly observe either the first or the second user’s transmitted symbol, while in the second scenario, the wiretapper observes a noiseless superposition of the two symbols. In the following corollary, we provide an achievable rate region for the MAC-WT II when the wiretapper observes both the transmitted symbols.

**Corollary 1** An achievable strong secrecy rate region for the two-user MAC-WT II with the wiretapper noiselessly observing both the transmitted symbols in the positions of the subset, is
\[
\mathcal{R}_W(\alpha) = \text{Conv} \left\{ \sum_{p_{U_1,X_1|U_2X_2}} \left\{ (R_1, R_2) : \begin{align*}
R_1 &\leq I(U_1; Y|U_2) - \alpha I(U_1; X_1), \\
R_2 &\leq I(U_2; Y|U_1) - \alpha I(U_2; X_2), \\
R_1 + R_2 &\leq I(U_1; Y) - \alpha I(U_2; X_2|V) \right\} \right\},
\]
where the union is over all distributions $p_{U_1,X_1|U_2X_2}$ which satisfy the Markov chains $U_1 - X_1 - Y$ and $U_2 - X_2 - Y$. The proof follows from (3) by setting the DMC $p_{Y|X_1, X_2}$ to an EC with erasure probability one, i.e., $V = ^{\text{er}}Y$.

**Remark 2** Not surprisingly, the rate region achievable for the first scenario in [4] is equal to the rate region achievable for the MAC-WT II model with the more capable wiretapper in (4). The reason is that when the wiretapper has the power of choosing to observe either symbol in every tapped position, each user ought to design their transmission according to the worst case scenario in which the wiretapper decides to observe only his symbols in all the positions she taps.

IV. PROOF FOR THEOREM 1

We first consider $U_{1,2} = X_{1,2}$. We fix $p_{X_{1,2}} = p_{X_1} p_{X_2}$ and describe two protocols; each protocol defines a set of random variables and induces a joint distribution over them.

**Protocol A:** This protocol considers a multi-terminal secret key agreement problem in the source model, see Fig. 2. In particular, let $X_1, X_2, Y$ be i.i.d. according to the distribution $p_{X_1} p_{X_2} P_{Y|X_{1,2}}$, where $P_{Y|X_{1,2}}$ is the transition probability of the main channel in Fig. 1. The sequence $X_{j,j}, j = 1, 2$, observed at the $j$th source encoder, is randomly and independently binned into the two indices $M_j = \mathbb{B}^{(j)}(X_j)$, $C_j = \mathbb{B}^{(j)}(X_j)$, where $\mathbb{B}^{(j)}(X_j)$ are uniform over $[1, 2^{nR_j}]$, $[1, 2^{nR_j}]$. The indices $M_{1,2}$ represent the confidential keys. The messages $C_{1,2}$ are transmitted over a noiseless public channel to the decoder and observed by the wiretapper. The decoder observes the sequence $Y$ and $C_{1,2}$, and outputs the estimates $\hat{X}_{1,2}$, which are mapped to the estimates $M_{1,2}$. Let $S, Z_S, S \subseteq S$, be as in (1), (2). The wiretapper is a compound source $Z_S \sim \{Z, p_{Z_S}\}$ whose distribution is only known to belong to the finite class $\{p_{Z_S}\}_{S \subseteq S}$, where $|S| = \binom{n}{2}$.

Let $I_A$ denotes the indicator function of the event $A$. The induced distribution for protocol A is expressed as
\[
\hat{P}_{M_{1,2}|X_{1,2}}Y_{1,2}Z_{S_{1,2}} = p_{X_1;Y Z_{S_{1,2}}} \hat{P}_{M_{1,2}|C_{1,2}}X_{1,2} \hat{P}_{X_{1,2}|C_{1,2}}Y_{C_{1,2}} = p_{X_1;Y Z_{S_{1,2}}} 1_{\{B_j^{(j)}(X_j) = M_j, \forall B_j^{(j)}(X_j) = C_j, j = 1, 2\}} \hat{P}_{X_{1,2}|C_{1,2}}Y_{C_{1,2}} = \hat{P}_{X_{1,2}|C_{1,2}}\hat{P}_{X_{1,2}|C_{1,2}}\hat{P}_{X_{1,2}|C_{1,2}}Y_{C_{1,2}}.
\]

**Protocol B:** This protocol considers the original channel model in Fig. 1, with the addition of common randomness $C_{j}, j = 1, 2$, that is available at all nodes, uniform over $[1, 2^{nR_j}]$, and independent from all other variables. The encoders and decoder are defined as in (5). The induced joint distribution for protocol B, $P_{M_{1,2}|X_{1,2}}Y_{1,2}Z_{S_{1,2}}$ is equal to
\[
\hat{P}_{M_{1,2}|C_{1,2}}\hat{P}_{M_{1,2}|C_{1,2}}\hat{P}_{X_{1,2}|C_{1,2}}\hat{P}_{X_{1,2}|C_{1,2}}Y_{C_{1,2}}.
\]
From protocol A, \( \hat{P}_{X_{1:2}|M_{1:2}C_{1:2}} = \hat{P}_{X_{1:2}|M_{1:2}C_1} \hat{P}_{X_{2}|M_{2}C_2} \). Thus, for protocol B, the common randomness \( C_1 \) available at the \( j \)th transmitter, \( i, j = 1, 2, i \neq j \), is not used to generate \( X_j \). At the end of the proof, we eliminate the common randomness \( C_{1:2} \) by conditioning on certain instance of it.

The induced distributions in (5), (6) are random due to the random binning. We have ignored the \( M \) variables at this stage, as we will introduce them later as deterministic functions of the \( X \) vectors after fixing the binning. The following two lemmas provide conditions on the rates \( \hat{R}_j, \hat{R}_{j, j}, j = 1, 2 \), required for the closeness of the two induced distributions and secrecy of protocol A. Lemma 1 provides an exponential decay rate for the average, over the binning, of the total variation distance between the induced distributions, which is used to show a convergence in probability result that allows converting the secrecy criterion from protocol A to protocol B.

**Lemma 1** Let \( X_j \triangleq \{ X_j, p_{X_j} \}, j = 1, 2 \), be two independent sources. \( X_j \) is randomly binned into \( M_j = B_j^{(2)}(X_j) \), \( C_j = B_j^{(1)}(X_j) \), where \( B_j^{(2)}, B_j^{(1)} \) are independent and uniform over \([1, M_j],[1, \bar{C}_j] \). For \( \gamma_j > 0, j = 1, 2 \), define the event \( D_{\gamma_j} \) as \( D_{\gamma_j} \triangleq \{ x_j \in X_j : -\log p_{X_j}(x_j) > \gamma_j \} \). Let \( B \triangleq \{ B_1^{(1)}(x_1), B_2^{(1)}(x_2) \}_{j=1,2} \). Then, we have

\[
\mathbb{E}_B \left( \mathbb{V}(P_{M_1,M_2,C_1,C_2}|U_{M_1,M_2,U_{C_1,C_2}}) \right) \leq \sum_{j=1,2} \left( \mathbb{P}(X_j \notin D_{\gamma_j}) + 1/2(M_j \bar{C}_j 2^{-\gamma_j})^{1/2} \right), P \text{ is the induced distribution. (7)}
\]

**Proof:** See Appendix A.

Lemma 2 below provides a doubly exponential convergence rate for the probability that, in protocol A, the confidential keys and the public messages are uniform, and independent from the wiretapper’s observation \( Z_S \) for any \( S \in \mathcal{S} \), which is used, along with the union bound, to guarantee secrecy for the exponentially many possibilities of the subset \( S \).

**Lemma 2** Let \( X_j \triangleq \{ X_j, p_{X_j} \}, j = 1, 2 \), be two independent sources, both correlated with the same source \( \{ Z, p_{Z} \} \), \( S \in \mathcal{S} \), where \( \{ X_1, X_2, Z, |S| < \infty \} \). \( X_j \) is randomly binned into \( M_j, C_j \) as in Lemma 1. For \( \gamma_j \geq 1 \), \( j = 1, 2, i \neq j \), and any \( S \in \mathcal{S} \), define

\[
D_j^{(S)} \triangleq \{(x_{1:2}, z) \in X_1 \times X_2 \times Z : (x_j, z) \in D_{\gamma_j}^{(S)}(x_{1:2}, z) \in D_{\gamma_j}^{(S)} \}, \text{ where } D_{\gamma_j}^{(S)} \triangleq \{(x_j, z) : -\log p_{X_j,Z_j}(x_j, z) > \gamma_j \}, \text{ and } D_{\gamma_j}^{(S)} \triangleq \{(x_{1:2}, z) : -\log p_{X_1|X_2, Z_1}(x_{1:2}, z) > \gamma_j \}.
\]

If \( \exists \delta > 0 \), \( s.t. \forall S, \max_{i=1,2} \mathbb{P}(x_{1:2}, z) \in D_j^{(S)} \geq 1 - \delta \), then we have, for every \( \epsilon \in [0,1] \),

\[
\min_{S \in \mathcal{S}} \max_{z \in \mathcal{Z}} D(P_{M_1,M_2,C_1,C_2}|U_{M_1,M_2,C_1,C_2}) \geq 2\delta \leq |S||Z| \min_{j=1,2,\#j} \left\{ \epsilon \left(1 - (1 - \delta)^2\gamma_j \right) \right\} + e^{-\frac{(1 - (1 - \delta)^2)\gamma_j}{3M_c}} \right\}, \](8)

where \( \epsilon = \max_{j=1,2} \left\{ \epsilon + (\delta + \delta^2) \log (M_j \bar{C}_j) + H_0(\delta^2) \right\}, \) \( H_0 \) is the binary entropy function, and \( P \) is the induced distribution.

**Proof:** See Appendix B.

We now apply Lemma 1 to protocol A to show the closeness of the two induced distributions. In Lemma 1, set \( X_j = X_j, \bar{M}_j = 2^n \bar{R}_j, \bar{C}_j = 2^n \bar{R}_j, z_j = (1 - \epsilon) p(H(X_j), j = 1, 2; \bar{M}_j > 0 \) and \( X_j \) is defined as in protocol A, i.e., an i.i.d. sequence. Without loss of generality, we assume that \( \forall x_j \in X_j, p_{X_j}(x_j) > 0 \). Using Hoeffding inequality, \( \exists \beta > 0 \) s.t.

\[
\mathbb{P}(X_j \notin D_{\gamma_j}) = \mathbb{P}\left( -\log p_{X_j}(X_j) \leq (1 - \epsilon) nH(X_j) \right) = \mathbb{P}\left( \sum_{k=1}^{n} \frac{\log p_{X_j}^n}{p(X_j,k)} \leq (1 - \epsilon) nH(X_j) \right) \leq e^{-\beta n}. \] (9)

Substituting (9) and the choices for \( \bar{M}_j, \bar{C}_j, z_j \) in (7), gives

\[
\mathbb{E}_B \left( \mathbb{V}(P_{M_1,M_2,C_1,C_2}|U_{M_1,M_2,C_1,C_2}) \right) \leq \mathbb{E}_B \left( \mathbb{V}(P_{M_1,M_2,C_1,C_2}|U_{M_1,M_2,C_1,C_2}) \right) \leq 4 \exp(-\beta n). \] (10)

As long as \( R_j + \bar{R}_j < (1 - \epsilon) H(X_j), j = 1, 2, \) where \( \beta \neq 0 \).

For realizability of protocol A, we consider a Slepian-Wolf decoder, which implies that \( \lim_{n \to \infty} \mathbb{E}_B \left( \mathbb{V}(P_{X_1, X_2} \neq X_1, X_2) \right) = 0 \) if \( R_1 \geq H(X_1|X_2, Y), R_2 \geq H(X_2|X_2, Y) \) and \( R_1 + R_2 \geq H(X_1|X_2, Y) \) [12, Theorem 10.3]. Thus, \( \forall S \in \mathcal{S} \) \[9, Lemma 1\]

\[
\lim_{n \to \infty} \mathbb{E}_B \left( \mathbb{V}(P_{M_1,M_2,C_1,C_2,X_1,X_2}|U_{M_1,M_2,C_1,C_2,X_1,X_2}) \right) = 0. \] (11)

Next, we apply Lemma 2 to protocol A in order to establish the secrecy criterion. In Lemma 2, for \( j = 1, 2 \), set \( X_j = X_j, \bar{M}_j = 2^n \bar{R}_j, \bar{C}_j = 2^n \bar{R}_j, Z_S \), and \( S \in \mathcal{S} \), where \( X_j, S, Z_S \) are defined as in protocol A. Since \( X_j \) is i.i.d. and the channel \( p_{V|X_1, \bar{Z}} \) is a DMC, we have, \( \forall S \in \mathcal{S} \) and \( \bar{S}, j = 1, 2, i \neq j \),

\[
H(X_j|Z_S) = H(X_j, S|X_j, S), H(X_j, S) = (n - \mu) H(X_j|V), H(X_j|Z_S) = H(X_j, S|X_j, S), H(X_j, S) = (n - \mu) H(X_j|V).
\]

For \( \bar{\epsilon} > 0 \), \( \gamma_j = (1 - \bar{\epsilon}) (n - \mu) H(X_j|V), \gamma_j = (1 - \bar{\epsilon}) (n - \mu) H(X_j|V) \) \( \forall S \in \mathcal{S} \), and \( j = 1, 2, i \neq j \), that

\[
p_{X_j|Z_S} = p_{X_j|X_j, S} \psi_{V|S} = p_{X_j|S} \psi_{V|S} = \prod_{k} p(x_j,k,v_k), \]

Once again, using Hoeffding inequality and the choice for \( \gamma_j \), we have, for some \( \beta > 0, j = 1, 2, \) and \( \forall S \in \mathcal{S} \), that

\[
\mathbb{P}(X_j, Z_S) \notin \mathcal{D}_{\gamma_j}^S = \mathbb{P}(X_j, Z_S) \leq (1 - \bar{\epsilon}) (n - \mu) H(X_j|V) \leq \exp(-\beta n). \] (12)
Similarly, for \( j, i = 1, 2, i \neq j \), \( \exists \tilde{\beta}_{ij} > 0 \) s.t. \( \mathbb{P}(X_{1:2}, Z_{S}) \notin D_{\tilde{\beta}_{ij}} \leq \exp(-\beta_{ij} n) \). Taking \( \delta^2 = 2 \exp(-\beta_{ij} n) \), where \( \beta_{ij} = \min\{\beta_1, \beta_2, \beta_{21}\} > 0 \), we have \( \mathbb{P}(X_{1:2}, Z_{S}) \notin D_{\delta^2} \leq \delta^2, \forall S \in S \) and \( j = 1, 2 \). Since \( \lim_{n \to \infty} \delta^2 = 0 \), then, for \( n \) large enough, \( \delta^2 \in [0, \frac{1}{2}] \). Thus, the conditions of Lemma 2 are satisfied. By substituting the choices for \( M_j, C_j, j, \gamma_j \) and \( |S||Z| \) in (8), (15), we have, \( \forall e, e' > 0, e = e' + \epsilon, \exists n' \in \mathbb{N} \) and \( \kappa_n, \tilde{\epsilon} > 0 \) s.t. \( \forall n \geq n^* \), 

\[
\mathbb{P}(\max_{S} \mathcal{D}(\tilde{P}_{M_1:2}C_{1:2}Z_{S} || \mathbb{P}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} )) \geq 2\epsilon \leq e^{-\kappa_n e^\tilde{\epsilon} n},
\]

if \( R_j + \tilde{R}_j < (1-\epsilon)(1-\alpha)H(X_j|V), \forall j = 1, 2 \), and,

\[
R_1 + R_2 + \tilde{R}_1 + \tilde{R}_2 < (1-\epsilon)(1-\alpha)H(X_{1:2}|V).
\]

(13)

**Remark 3** By setting \( j = 1, i = 2 \), instead of the minimum, in the RHS of (8), Lemma 2 results in the maximum sum rate, \( \mathcal{R} \) (the maximum sum rate) such that the probability in the LHS of (8) is vanishing. By switching \( i \) and \( j \), the Lemma gives the maximum rate \( R_2 + \tilde{R}_2 \) (according to the maximum sum rate) such that the maximum rate region, i.e., the maximum individual and sum rates, required for a vanishing probability.

Let \( D_n = \max_{S} \mathcal{D}(\tilde{P}_{M_1:2}C_{1:2}Z_{S} || \mathbb{P}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} ) \), \( K_n \) \( \{D_n \geq r, \forall r > 0 \}. \) From (13), \( \sum_{n=1}^{\infty} \mathbb{P}(K_n) < \infty. \) By the Borel-Cantelli lemma, \( \mathbb{P}(K_n \text{ infinitely often (i.o.)}) = 0. \) This implies that \( \forall r > 0, \mathbb{P}(\{D_n < r \} \text{ i.o.}) = 1. \) Thus, the sequence \( D_n \) converges to zero almost surely, and hence, converges to zero in probability as well. We conclude that

\[
\lim_{n \to \infty} \mathbb{P}(\max_{S} \mathcal{D}(\tilde{P}_{M_1:2}C_{1:2}Z_{S} || \mathbb{P}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} )) > 0 = 0.
\]

By applying Markov inequality to (10), we have, \( \forall r > 0, \)

\[
\lim_{n \to \infty} \mathbb{P}(\mathcal{D}(\tilde{P}_{M_1:2}C_{1:2}Z_{S} || \mathbb{P}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} )) > r < \frac{1}{r} \sum_{n=1}^{\infty} e^{-\beta n} < \infty.
\]

By Borel-Cantelli lemma, \( \lim_{n \to \infty} \mathbb{P}(\mathcal{D}(\tilde{P}_{M_1:2}C_{1:2}Z_{S} || \mathbb{P}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} )) > 0 = 0. \) Thus, by using the union bound and (14), we have

\[
\lim_{n \to \infty} \mathbb{P}(\mathbb{P}(X_{1:2}, Z_{S}) \notin D_{\delta^2} > 0) \\
\leq \lim_{n \to \infty} \mathbb{P}(\mathcal{D}(\tilde{P}_{M_1:2}C_{1:2}Z_{S} || \mathbb{P}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} ) > 0) \\
+ \lim_{n \to \infty} \mathbb{P}(\mathcal{D}(\tilde{P}_{M_1:2}C_{1:2}Z_{S} || \mathbb{P}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} )) > 0 = 0.
\]

(16)

The selection lemma [13, Lemma 2.2] when applied to (15), (16), implies that there is at least one binning realization \( b^* \), with a corresponding joint distribution \( p^* \) for protocol B, s.t.,

\[
\lim_{n \to \infty} \mathbb{P}(p^*_{M_1:2}C_{1:2}Z_{S}X_{1:2}; \tilde{p}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} \mathbb{I}(X_{1:2}=X_{1:2})) = 0, \text{ and } (17)
\]

\[
\lim_{n \to \infty} \mathbb{P}(\max_{S} \mathcal{D}(\tilde{p}_{M_1:2}^{U}P_{C_{1:2}Z_{S}}^{U} || \mathbb{P}_{M_1:2}^{U}p_{C_{1:2}Z_{S}}^{U} || Z_{S})) = 0 = 0 \text{, with } M_j = b^{(j)}_1(X_j), C_j = b^{(j)}_2(X_j), j = 1, 2 \text{.}
\]

In this paper, we have extended the recently proposed new WTC model [5] to the two-user multiple-access channel, where the main channel is a DMC and the wiretapper selects a subset of the channel uses to perfectly access the transmitted symbols of the both users, while observing the remainder of the transmitted codewords through a second DMC. We have derived an achievable strong secrecy rate region for the proposed model. This result quantifies the secrecy penalty of this additional capability at the wiretapper. Future work includes upper bounds for the model and other multi-terminal settings with more capable wiretappers.
APPENDIX A

PROOF OF LEMMA 1

Using the triangle inequality, we obtain

\[
\sum {P_{M_2, C_2z}} \leq \sum {P_{M_1, C_1z}}
\]

Also, notice that

\[
\{m_1, c_1\} \cup \{x, m, c, 1\} = 1
\]

Using a variation of Chernoff bound [5, Lemma 3], we have, for all \( \epsilon \in [0, 1] \) and \( z \in \mathcal{A}_S \), that

\[
P_B\left( \sum_{x_2} U_{x_2} \geq \frac{1 + \epsilon}{M_2 C_2} \sum_{m_1, c_1} P_{M_1, C_1z}(m_1, c_1 | z) \right) \leq \sum_{x_2} P_B(U_{x_2} \geq (1 + \epsilon) \bar{m}) \leq \exp\left( \frac{-\epsilon^2(1-\delta)^2\gamma_21}{3M_2 C_2} \right),
\]

where \( \bar{m} \geq (1 - \delta)(\hat{M}_2 C_2)^{-1}, \forall z \in \mathcal{A}_S \).

Let \( \mathcal{B} \) be a realization of \( \mathcal{B} \). Note that \( P_{S|z} \) is identically distributed for all \( m_1, c_1 \) due to the symmetry in the binning. We then define the class \( \mathcal{G} \) of binning functions as

\[
\mathcal{G} \triangleq \{ b : P_{S|z} (m_1, c_1 | z) < \frac{1 + \epsilon}{M_2 C_2} P_{M_1, C_1z}(m_1, c_1 | z), \forall S \in \mathcal{S} \}
\]

Using the union bound and (24), we have

\[
P_B(G^c) \leq |S||Z| \exp\left( \frac{-\epsilon^2(1-\delta)^2\gamma_21}{3M_2 C_2} \right).
\]

Using the same analysis as in [5, Appendix B], we show that

\[
P_{p_{x_2}}(A^c_S) \leq \frac{1}{\delta} p_{p_{x_2}}(A^c_S) \leq \delta.
\]
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