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Abstract—In this paper, we consider Quality-of-Information system resources. On the other hand, in many real-world
(Qol) aware transmission policies for a dynamic environment. In - scenarios, performance is specified in terms of quality re-
particular, we focus on the time-varying nature of the observatio quirements at an end user. For such scenarios, rather than

quality of the environment in practical networks which leads to lelv f . ted f . best
uncertainty in satisfying Qol requirements specified by end users. Solely Tocusing on expected performance measures in a best-

The goal of this paper is to meet Qol requests from end users with €ffort fashion, a more prominent objective is to ensure thet
minimum resources. Specifically, power is allocated dynamically quality requirements at the end user is satisfied by the mktwo
depending on observation accuracies and Qol requirements. We as much as possible. In other words, by defining the instances
formulate a dynamic scheme for scheduling with the objective when the end-delivered Qol is below the desired leveDat

of minimizing the energy consumption at the network while . )
satisfying constraints on outage probability for Qol. Lyapunov outage the main focus is to ensure that the worst case tolerable

stability arguments are used to define a policy based on the Qol-outage requirements are satisfied with minimum system
instantaneous observation qualities and Qol requirement sat- resources.
isfaction levels. Numerical results demonstrate that significant  \We consider a network where an end user assigns tasks to
improvements in delivered Qol are realized with identical power o performed sequentially, and users with sensing capiesili
expenditure using our Qol-aware resource allocation algorithm . . .
compared with traditional maximum-rate schedulers. respond to each task. We are Int.erest.ed. in resource athocati
to ensure that the requested Qol is satisfied with minimum net
work resources. In this paper, we consider a dynamic network
where observation qualities are time-varying. As a paldicu
example, we consider a scenario where multiple sources-tran
|. INTRODUCTION mit to an end user. If the observations are sufficiently aateyr
For many applications, as tactical networks, surveillanc&an the Qol requirement may be satisfied. However, even in
and crowd sourcing, where the main goal is sound decisiéHch a case, the required resources significantly depertteon t
making, Quality of Service (QoS)-based approaches that &fservation quality, as well as on channel gains. The dymami
agnostic to the application or content of data may not be-suffiature of observation qualities leads to a sequential ibeeis
cient. Consequently, there is growing interest in movirapfr making problem to minimize power expenditure while still
traditional QoS metrics as throughput, packet deliveryorat €nsuring Qol-outage requirements.
fairness, and delay, towards new notions of quality assedia Among attributes that can effect Qol, we focus particularly
with information. This lead to a set of attributes, incluglin on accuracyand timeliness These two attributes are funda-
provenance [1], accuracy and precision [2] [1] [3], reliapi mental representatives in the sense that accuracy is aratodi
[2], corroboration [1] [4], age/freshness and timelineg} [ of the quality of the initial information content and gertérg
[1] [5] started to emerge as factors impacting teality- information at the sources, while timeliness is concernétl w
of-Information(Qol) [2] [1]. the capability and the quality of the network to deliver the
Recently, we have proposed Qol-aware scheduling policig$ormation. In this paper, we consider the scenario where
with random observation arrivals for a single link, tradindactors as illumination and weather conditions lead to time
the attributes of accuracy and freshness [6]. This has be&Hying accuracy attributes of observed information arses!
extended to the multiple source scenario in [7]. We have The sources generating the information are coupled through
also characterized the set of utility-maximizing Qol vesto the achievable rate regions supported by the network. Thus,
and associated rate allocation for multiuser networks 48]. power allocation and rate scheduling decisions should ema
pointed out in [6], [7] [9], in reality it is not possible to sare jointly to balance energy and Qol satisfaction performakide
that the same level of quality is ensured for all time/tasks. Use Lyapunov stability arguments to develop algorithmg tha
The aforementioned work aims to maximize the expect@itempt to strike such a balance. Numerical results demaiast

performance measures in a best-effort fashion given fix#tpt Qol-aware rate allocation significantly outperformsl-Q
agnostic traditional schedulers in terms of both Qol-oetagd
Research was sponsored by the U.S. Army Research Laboratoigr u gyerage Qol delivered to the end user. While the notion of out-
the Network Science Collaborative Technology Alliance réement Number . . " L.
WO911NF-09-2-0053. age capacity has been addressed in traditional commuoneati
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develop outage-aware resource allocation algorithms éar nspecific type of information and application. Note that the fi
information quality attributes. sizes affects bothu andt, in (1), which results in a non-trivial
effect on Qol.

The effect of timeliness$,; on Qol is described as a time-

) ) ) liness functiong(t,). For this paper, we specifically consider
We consider a scenario where tasks are issued from an gqgl Qol function in the form oficcuracy x timeliness, i.e.,

user in a tactical network. Tasks arrive sequentially attim
instants{by, by, ...} with stochastic interarrival times, which Qol =a x g(ta). (2)

arfe greqter than or equal @, i.e. bt+r11 — b E T.96 > 0. | the rest of the paper, via (1) and (2), we define an alter-
Information sourcesS; respond to the task and generatgive function for QolQ(a, r) which captures the timeliness

mr]:ormanon reI'Tltedd W't_hh thhe taSk: This canT;]:orr_e?pond_ operty and reflects the effect of rate more explicitly. Wk w
phenomena related with the environment. The informati %USS specific quality functions in Section IV.

coqtt()ent available at the Sg_‘éfl‘?e IS as_s_omatfedg;;vqlthh.sEvera nce the decision to transmit is made by the sources, the
attributes, as accuracy, credibllity, precision, fresmneanic information available is fed into a wireless channel with a

canhbe prlorl'lt;zgd dependlngf 02 thefspecnjc task.h K _certain rate. While we will present precise expressions for a
hT N ov_erad ll)mpch]rtance Of the n ormatf|o_nfto the tas 'Specific network scenario in Section 1V, in the general case
characterized by the Qol of the piece of information. TWp,ias are a function of physical layer properties as channel

types of Qol can be definedelivered-Qol i.e. the Qol asso- ains and scheduling among sources defined by the link layer
ciated with a piece of information generated and delivergd Qe 45sume that channels are static, but the model could also

the network, andlesired-Qol which is the Qol requested from be readily extended to thguasi-staticchannel model where

the network. In this paper, cqntrary to previous approag¢tles . hannels potentially change after each task.
[6], [9], we focus on the desired Qol. Qol can be represented

by a Qol-vector which is a vector of attribute-value pairs:

e.g., [type = image, timeliness = 15s, accuracy =

600 x 800, FOV = 150mmpermeter ...}, where FOV is the ~ We assume that the structure of the quality functions and

field of viewwhich represents the (angular or linear or areabehavior according to timeliness parameters are known at

extent of the observable world seen at any given moment. the sources. We consider slotted operation where network
Qol functions allow a requestor of information to definglecisions may be dynamically adapted at the beginning of

the relationships and trade-offs between information iceetr each task. We also assume that the tasks are all independent

For example, Qol may degrade as precision of informatigf each other, and at most one task is processed by the network

decreases, or improve with timeliness, i.e., as the delay ahany time.

retrieving the information decreases. In general, the QolDefine Qol-outage for task with desired QOIQ esireq as

derived at the end user depends on environment conditions ) M

(illumination, humidity/rain, moving obstacles), and ot a (1) = {0’ 7:f 23?1 Qi(ai(t),ri(t)} = Qdesired

tributes inherent to the information generated at the sgurc Loif 322 Qilai(t),ri(t)} < Qaesireds

e.g., resolution, completeness, field of view, provenaao€, ha; is an indicator of whether the total Qol delivered to the
effects qf network delllver_y (e.q. tlm_ellness). For msm,ntet. “end user fromlM sources meet€)..i.q OF NOt. The outage
us consider the application of optical character recogmiti probability Pyyage for Qol requirementQyesireq is defined

(OCR), where images are sent to an end user. The accurgefne Jong term average of the outage realizations oves,task
requirement may be that 90 percent of characters must ke he average Qol-outage per task:

decoded properly. This maps to a resolution of the page image
Obviously, the required accuracy and precision will impact

how small we can make a file. Additionally, we have timeli-

ness. The latency that is achieved is a function of the size of o ] ]

the file and the rate at which is used for transmission. ThisUltimately, the aim is, if possible under the observation

creates a tradeoff with accuracy and precision. Let us densi Statistics, to satisfy thaP,uiage(Qacsirea) iS eSS than or

a file of s bits transmitted over a link with rate bps. This €dual to the Qol-outage requiremenwith minimum network

results in an accuracy attribute of which is a function ofs, T€SOUrCes, i.e., transmission power expenditure.

Il. SYSTEM MODEL

I11. POWER-AWARE QOI-OUTAGE SATISFACTION

t—1

Poutage (Qdesired) = thjgo % Z E[O(T)] (3)
7=0

as well as timeliness; as the timeliness attribute equals In other words, we consider an outage constraistich that
We define the following Qol function as a composite 1=t
function of both attributes as: tlim n Elo(1)] <. 4
7=0
QOI(aatd) = QOI(G’(S)vtd(SaT))' (l)

We start with the case where a centralized controller makes
For a given application, and the file type, there exists teansmission decisions for al/ sources based on complete
specific relation between the file size of the information arichowledge of the system parameters and the history of Qol-
its accuracy, i.es(a) can take an arbitrary form dependingoutages. The objective is to minimize the total energy con-
on the application and the file type. We follow the naturaumption at the network while ensuring that the outage prob-

assumption that(a) is a non-decreasing function affor a ability constraint (4) is satisfied. This leads to the foliog/



optimization problem: assumption. Here, the expectations are taken over theahrriv

-1 M and control decision statistics. If we add the weighted etquk
min tlim %Z ZE[I%(T)] (PO) Power as a penalty term to (9), we have
p(t),B(t) 0 —
S A(S(1)) + VE{ Pt (8)|a(t)} =B — w(t)E{el(t)}
s.t. lim % ZE[O(T)] <e, +x()E{o(t)|z(t)} + VE{ Pt (t)|2(t)}, (10)
t—oo
7=0

. where P, (t) is the total power expended for taskand the
(ri(t), ..,rm(t)) € R(p(1), B(t), h) (5)  weightV is a control parameter to tune the trade-off between

where p;(¢) are the powers allocated to sourzeh, (t) are average outage performance and the.minimum achievable cost
channel gains of links from sourcé to the destination, The Qol-aware Outage-based Algorith@QA) we develop

and j3;(t) are the time division parameters which reflect th@!Mms at minimizing the sum of_Lyapunov drift an_d penfallty by
proportion of time source is scheduledg, 3 and 7 denote solving the following optimization problem for given(t):
vectors of power, time-sharing variables and channel st&e min  z(t)o(t) + V[Pt (p(t), /57(75))], (11)
denotes the achievable rate region. (B(1),6(1))

Note that the objective ifPO) is equivalent to minimizing \whjle we omit a detailed proof due to space constraints, it
the average power per task by normalizing by the totghn pe shown that the algorithm solving (11) can stabilize
long-term task arrival rate. L&P*(¢) denote the solution 10 the outage queue whenever feasible in terms of observation
(PO) as a function of the outage constraintThis solution  giyg) statistics, with a trade-off in average power antage
represents the energy-outage trade-off. In general, i@ performance tuned throughi. We refer readers to [12] for
a decreasing function of _ stability of virtual queues.

In principle, for a given Qol-outage constraifO) can be  Note from (1) that (QOA) operates only with state value

solved via dynamic programming. However, such a solutiqg*(t) and parameters for task and does not require any a
quickly becomes intractable except for very simple obsefiori observation statistics.

vation quality processes and requirgspriori knowledge of
observation statistics. Instead, we will follow the apmtoén IV. CASE STUDY: TWO-SOURCETDMA SYSTEM

[12], [13] [11], and use Lyapunov stability arguments tol§lie  For clarity of exposition, we concentrate on a fundamental

an approximate solution t@PO). This approach is based oncommunication model: a two-user multiple access network

generalizing the classical back-pressure algorithm, WhSC (Fig. 1) operating under the TDMA protocol. This constiute

guaranteed to stabilize packet queues, if this is possitlieiu 5 pasic and inspiring model for Qol-based resource allonati

capacity constraints [14]. which involves scheduling among links and Qol optimization

In this model, the single user capacity for soutds ¢;. This

A. General Methodology capacity depends on the channel conditiéng) and power
We propose a Qol-aware Outage-based joint rate scheduljf)gy) allocated to sourceasWiog (1 + %) whereN,

and power allocation Algorithm{QOA) which chooses the js the noise power ant” is bandwidth. The TDMA protocol

power values of each source and time sharing variables to @Bsigns each source; () € [0, 1] fraction of time, resulting
proximate the solution tgPO). To track the outage constraintin the following rates for each source (Fig. 2):

over time, we use the idea ofvartual outage queueDefine
i ; . hi(Opi(t), .
z(t) as the virtual outage queue with constant service ¢ate ri(t) < Bi(t)Wloga(1 + —o72) i =1, 2. (12)
and arrival rateo(t). If this outage queue is stable, then (4) is N,W
satisfied. Then, the virtual outage queue dynamics are as: We note that the rates allocated to the sources are funations
1) — 5 both the powers allocated and time sharing factors. We assum
2(t+1) = max (2(t) - €,0) +o(?). ®)  that channel gaing; andh, are available at both sources.
In this problem, since:(t) corresponds to the state of the We consider a model where the Qol received from each

system, we define the corresponding Lyapunov function assource is assumed to leif information is delivered to the
end user with latency greater than the, which corresponds

1 . . . .
L(t) = L(x(t)) = 5a:(t)Q. (7) to the timeliness requirement for the application from seur
) o [3]. If latency is less tharD;, the Qol is equal to the accuracy
Since for for anyV,W.Y, Z satisfying V' < max(Y" —  of the information at the source,. Thus, the Qol function

—

Z,0) + W we have can be written as:
VESY? 4+ 224 W2 -2Y(Z -W), (8) Oulan ) = a, ifsigji) < D,
the Lyapunov drift is equal to ’ 0, zf“"f—“) > D;.
Az(t) = B{L(x(t + 1)) — L(z(t))|=(t)} Here, as mentioned earlies;(a;) is the file size in bits
— B — 2(t)E{c — o()|x(1)}, ) required to represent information of accuraey s;(a;) is

typically a concave ini;, implying diminishing returns.
where B is a term that can be bounded by the sum of secondThe source qualities vary throughout time because of envi-
moments of the outage values, sine&) is bounded by ronmental conditions (e.g. illumination, weather), réisgl in



Next, we discuss the third case, which requires the most

@ involved scheduling decisions. If precisely both sources a
/ X required to satisfyQesireq for the current task, we need to

@ @ set the minimum rates for the sources to meet the timeliness
constraints, i.e.r; = ““Dﬂ i+ = 1,2. Note that while
AN X : ; - 5
_ _ the required source rates are specified, the specific power
Observations Observations . . L .
allocation and time division parameters leading to thesesra
are not unique. Nevertheless, we have the following retatio
Fig. 1. Two-user MAC channel for Qol-based network. Bi(t)Wloga(1 + halt)p: (t)) = s(ai(t)) i=1,2 (14)
] NOW -Dz P 5
which defines the first step of the power allocation as
02 ’ NOW ( S,(ai(t»,)
pi(t) = T (PR 1), (15)
(B,c,-(1-8,)c,) ha(0)
/ This results in the following optimization problem for the
source scheduling step for the time sharing variables:
2
N,W _(_sta;)
. min @Fmwe) _ 1), (16)
C Bu(0).pa(t) = hi(t)
Fig. 2. The achievable rate region for two-source TDMA. .
St Bu(t) + Ba(t) < 1 (7)

observation accuraci€s; (t), ax(t)) for task¢. The accuracy

is constant within a task but potentially varies for the rtesk It can be readily shown that this is a convex optimization

with some joint distribution of the sources. problem in (5:(t), B2(t)). Let us introduce the Lagrangian
Next, we discuss the joint rate scheduling-power allocatidnultiplier A for the constraint (17). Than, the Lagrangian

algorithm QOA for a specific Qol function and energy cost. function can be expressed as:

The power-aware Qol-outage satisfaction algorithm cosisis 2 NW o
of mainly two steps: L(B1, B X) = 3 1oy @) = 1)+ Ay + B2 = 1),
« Determine which sources should be activated, and deter- i=1 " (18)

mine the proper rate allocation among the sources wi.ﬁfig1

candidate power allocation solutions (Scheduling among e Karush-Kuhn-Tucker (KKT) conditions imply:

sources). . OL(B1, B2, A) _ NoWln2(2(%)(—5(a1(ﬂ)))+)\:0’
« Determine whether to allocate the candidate power allo- 04, hi(t) B2W D,
cation solutions, or declare outage. (19)
Next, we discuss these two steps in more detail. OL(Br, B2, \) _ N0W1n2(2(g;((‘2f‘f‘;)D)2 ) —s(az(t)) 1)+ A=0,
0032 ha(t) B2(t)?W Dy

A. Scheduling Among Sources (20)

If the observation accuracies (t), az(t)) are such that:

o Quaesirea < min(ay(t),az(t)), then only one source A(Bi(t) + B2(t) — 1) = 0. (21)

requiring the lower power is a candidate for being scheg—

rA > 0, we have the following expression for the time
uled and allocated power. The rate for the scheduled i
sourcei is equal tor; — S(%(t)), where sé])armg parameters¥{(t), G=(t)) from (19)-(20):

with complementary slackness condition (CSC)

R Qe In 25(ar ()No o ey _ 2502 (O)No 550 (59
i=argmin - (P 1. (13) MOAGD, ha (1) B ()2 Dz
L equivalently withgs(t) =1 — 1 (t
e min(ar(t), as(t)) < Quesivea < max(as(t), as(t)), then 0 Y With/3 (1) hl®)
only one source with the higher observation accuracy is  9(7;wn;) s(as(t))hy ()81 (t)2 Dy
a candidate for being scheduled and allocated power. The S(az (D) = h 1_ 2D, (23)
. s(ai(t) ola=mtywo;)  s(ar(t)ha(t)(1 — B1(1))* D2
rate for the scheduled sourées equal tor; = =5,
wherei = arg max; a;(t). ' After obtaining the optimal time schedule from (23), the

o max(a;(t),as(t)) < Quaesirea < a1(t) + aa(t), then first step of the optimal power allllocatlion is completed by
the scheduler proposes to schedule both sources, wiRerting itinto (15). This input ofp, (t),p,(t)) is passed into
proper power allocation and time sharing optimizatiorthe Lyapunov optimization step which compares the power
An example solution given below. allocation solution with the outage satisfaction queye).

e a1(t) +as(t) < Quesired, then regardless of the schedul- Note that for the special case when Signal-to-Noise Ratio,
ing method, the system declares a Qol-outage for ti®\NR, (which is equal to]\,}i—pw) is very low, the relationship
current task and hence does not expend power. between rate and power can be assumed as liflegs(1 +



SNR)) ~ SNR. This assumption notably simplifies the

analysis to obtain the solution fat(¢) as follows. Now,

Bi(t)Whi(t)pi(t) _ s(ai(t))
NoW =D, (24)
which defines the first step of the power allocation as
’ Nos(ai)
(1) = ——— 25

resulting in the following optimization problem for the eat

scheduling step for the time sharing variables:
2

. Nos(ai)
5.0 & GO D (0)
s.t.Su(t) + Ba(t) <1 (27)

which is again a convex optimization problem(jsy , 55). With
Lagrangian analysis, KKT conditions imply the solution:

s(a(®) _  s(as(t))
hi(t)B1(t)2Dy  ha(t)B2(t)?Dy’

(28)

where with(3s(t) = 1— 1 (¢) we get the closed form solution:

1
h1Dis(ax(t '
L+ hiDisEa?(t%g

B. Outage-Aware Power Allocation

pr(t) =

(29)

V. NUMERICAL RESULTS

We demonstrate the performance of the resource allocation
algorithms via simulation results. The timeliness paramset
are D, = 300ms, Dy = 200ms for expiration times. The
observation accuracy; varies uniformly in[0.6,1] and the
observation accuracy, varies uniformly in[0.3, 1] and inde-
pendently fromu;. We assume the relationship(a;) = 10°a3
for file sizes in terms of bits, meaning that there is dimimgh
returns in terms of improved accuracy as file sizes increase.
The requested quality of informatiaf.si-cq IS Specified as
0.95. We sefl” = 1 for the trade-off parameter, and channel
gainshy = 2hs.

We compare the Qol-outage and average Qol performance
of the “Qol-aware Outage-based Algorithm{QOA) with
three different algorithms “Throughput-base(rA), “Fair”

(FA) and “Accuracy-base@AA) algorithms for scenarios with
different outage requirements. As described in more detalil
next, the first two algorithms are Qol-agnosti@A) is a
greedy scheduler which focuses on bit-rate &r8l) is a fair
scheduler. On the other han@A) is Qol-aware but does not
consider all Qol attributes. For a fair comparison amongéehe
four algorithms, given the observation arrival process @odl
requirements®@g.sired, €), We first evaluate the average power
requirementP,. for (QOA). Next, for each of the algorithms
we set the power to be equal to the minimum power

Once the candidate power allocation solutions are obtaingfl eache from (QOA), with the same observation accuracy

from the source scheduling step, which also defifiesss,

from (11), the final power allocation step aims to optimize:

(30)

min

p1(t),p2(t
Note thato(¢) is equal ta) if py (t)+p2(t) > 0 andlif py () =
p2(t) = 0. Hence, the objective is equal 16(p;(t) + p2(t))

’

for no outage and:(t) for outage. LetP,,(t) := p; (t)+py(t)

)x(t)o(t) + V(p1(t) + pa(t)).

from the scheduling step. As a result, we have the foIIowiH

power allocation algorithm:

e p1(t) = 0, p2(t) =0, if fC(t) < V Preq(t).

e p1(t) = pr (), p2(t) = po(1), I 2(t) > V Prey(2).
Note that for the fourth case of the scheduling step,

is declared regardless of this comparison. We note that
algorithm results in power allocation in line with intuitio

realizations. That is, giveR,., (TA) performs power allocation
and time division optimization among sources to maximize
total throughput, i.e., sum rat@-A) is a fair scheduler which
allocates equal power and time share to each source. On the
other hand(AA) is an algorithm which prioritizes the source
with higher accuracy. Specifically, given the power budget a
regardless of the timeliness constraints and channel tonslj
bfirst schedules the source with more accurate obsenation
From Figure 3, we observe th@OA is the only scheduler
which is able to meet the desired outage requirements. We
observe that Qol-agnostic algorithms perform remarkahbly, b

outa@@d in particular the “state-agnostidair allocator cannot
{meet the desired Qol for any task (full outage). Moreover,

from Figure 4, we observe tha@OA also delivers much

A large value ofz(t) implies that there has been excessivBigher average Qol per task by efficiently allocating power

Qol-outages, i.e., Qol-outage performance has not begn v F
satisfactory, which calls for more power allocation to ione

Qol-outage performance. On the contrary, a lef) implies

gepending on observation accuracy states and proper time
sharing among sources. We also observe that focusing on only
one Qol attribute (accuracy) is not sufficient for satisbagt

that Qol-outage violations have been less and the netwda@! delivery. The benefits of the virtual outage queues and
can afford to turn off power to save from energy whildimeliness-aware source scheduling are substantial.

still satisfying Qol-outage requirements. Note also tha t

algorithm tends to turn off power with a large..,, which

Next, in Figure 5 we demonstrate the required total power
in order to support different outage requirements. As etqukc

might be required due to lower observation accuracies (Ioi observe that average required power increases with more
accuracies might necessitate more sources to be schedtiledjtringent outage requirements.

bothz(t) is low andP,., is high, the network opportunistically ~ Last, the average sum rates of the different algorithms
avoids to spend excessive energy since it can sustain the Qok shown in Figure 6. We observe th@DA is able to

outage violation introduced. On the other hand,Hf., is

outperform other algorithms in terms of Qol with notablydes

small, which might imply less sources activated, the poweits transmitted. This illustrates the significance of Qulare
allocator tends to activate the sources. This enables tmowep resource allocation, as well as the utility of our QOA altjom
Qol-outage performance without spending too much powerwhen desired-Qol is specified in terms of outage requiresnent
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