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Abstract—We consider the problem of joint rate scheduling All of the work mentioned previously addresses queueing
and lossy data compression in a two-way relay network with and delay aspects of compression for networks that operate
distortion-sensitive stochastic packet traffic. A relay node fa- under the traditional store-and-forward paradigm. In gaiper

cilitates exchanging packets between the two sources. Network id h bl . tw I twork
coding at the relay improves energy efficiency at the expense of WE Consider such problems in a a two-way reiay network,

additional packet delay. In addition, network coding couples the that may operate using network coding [7]. The fundamental
source queues through the distortion levels of their individual rate limits of this model have been studied in [8], [9]. In

packet traffic. This fact motivates having each source adapt 8 particular, network coding can improve energy efficiencysby
transmission rate and the compression ratio jointly. We first multaneously serving packets from both sources. Howewer, f

formulate a centralized dynamic scheme for scheduling and com- tical . h ket traffi . t th
pression with the objective of minimizing the energy consumption practical scenarios where packet traffic arrives at thecssur

at the relay while satisfying stability and average distortion randomly, energy efficiency through network coding may
constraints. Lyapunov stability arguments are used to define a come at the price of higher delay, since the relay would have

centralized policy based on the instantaneous queue backlogs andto match packets incoming from both sources. We investigate
distortion levels. In addition, a decentralized algorithm is pro- this energy-delay trade-off in [10] (without considerirmusce

posed where sources have limited (1-bit) information about each ; . . .
other's queue backlog and distortion levels. Numerical results compression), and provided centralized and decentrafaied

demonstrate that the performance of the proposed decentraled ~ allocation algorithms which operate with different levels
algorithm approaches the energy-delay tradeoffs resulting from queue information available at the individual sources.réhe

the centralized solution. have been a number of works studying the interaction of
Index Terms—Compression, Network Coding, Scheduling, Network coding with stochastically varying traffic in bothd-
Queue Stability, Distortion, Energy, Delay, Two-Way Relaying. way relay networks [11], [12] and other network topologies
[13]-[17]. Network coding has also been examined in [18]
jointly with source coding such that compression is perfdm
for correlated sources under the assumption of backlogged
Data compression is fundamental for resource-efficient-comnaffic.
munications by reducing transmission rates for data traffic More precisely, we consider a model in which packets of
redundancy. Rate-distortion theory focuses on quantfyire distortion sensitive data arrive at two sources. The s@urce
distortion incurred in the lossy compression of sources$ theompress their data packets and transmit them over a two-
produce a constant supply of bits. Though the classicahgettway relay network, where the relay can employ XOR network
did not take into account the effects of stochastic traffid artoding. The network coding operation at the relay couples th
delay constraints, recently, there has been an increasiag i sources in terms of both energy consumption and distortion
est in performing compression paying attention to queueitgyels. The sources attempt to match the rates at which their
aspects [1], [2], and stringent delay constraints [3], [4]. compressed packets arrive at the relay in order to expleit th
Lossy compression is considered in [3] for a single linknergy efficiency of network coding. For that purpose, tray c
carrying packets with delay deadlines. The objective in [Z{djust the service rates of the packet queues (subjecthib-sta
is to minimize the total distortion while meeting the delayty constraints) and the compression rates (subject tordish
constraints. Again for a single link, [5] provides a twofsteconstraints). Optimally, rate scheduling and compresdini-
compression and rate scheduling algorithm for minimizimg t sions should be made jointly to balance energy, distortimh a
compression and transmission power while satisfying quedelay in stable operation. We use Lyapunov stability argusie
stability for lossless compression. This work has been eto develop algorithms that attempt to strike such a balance.
tended to the multi-hop scenario in [6]. On the other hanf, [Dur first algorithm requires a centralized scheduler with fu
builds upon [5] to account for lossy compression as well wittnformation of instantaneous queue backlogs and distortio
distortion constraints for a single link. Multiple desdign levels.
coding (MDC) is considered in [4], where it is shown that for We next present a decentralized algorithm where sources
delay-sensitive data, MDC reduces the end-to-end distortiindividually adjust their transmission and compressiotesa
compared with single description coding. depending on the availability of information on queue bagkl

I. INTRODUCTION



A 1 « h(r,c) should be decreasing withfor fixed r.

Q1) @ hould be i ing with for fixed
at) U] o) ~ T o h(r,c) should be increasing with for fixed c.
- O e o LL=* . h(r.c) = 0 should be satisfied for = ¢, i.e. there should
d,() d,(t) @ be no distortion without compression.
@ We will further characterize the functioh(-, ) in Section
[ll. We assume that;(¢) is upper bounded by** to limit
Fig. 1. Two-way relay network with data compression at sairce the maximum packet distortion. For each souiee 1,2, we

and distortion levels. Numerical results demonstrate ¢met consider an average distortion constraigt,; such that

bit of information is sufficient to approach the energy-gela 1
tradeoffs of our centralized solution. Jim D E[di(7)] < dav.s- 4)

The paper is organized as follows. Section Il presents =0
the system model, compression mechanism and queue dyNote that this is a constraint on the average distortion per
namics. The problem of joint scheduling and compressiamit-time. Another constraint that would be of interesthie t
is formulated in Section Il and the centralized solution iaverage distortion per packet, which is given by the same
presented. In Section IV, we introduce a distributed thotsh expression scaled by (since the system is stable).
based algorithm. We demonstrate the energy-delay trdde-of We assume that relay? does not buffer the incoming
for different distortion-sensitive scenarios in SectionFihal packets in queues and immediately forwards any received dat
conclusions are drawn in Section VI. over a single channel which is orthogonal to the channels
used by each source. In particular, the relay uses network
coding to transmit packets from both sources simultangatisl|
the common ratenin;—; 2(c;(t)). Any residual traffic is then

We consider a two-way relay network with sourdeand2, routed in uncoded form at ratg(t) — min;—; o(c;(t)) only
and one relayz, as shown in Fig. 1. We assume a synchrono@®m the source with largee;(t). Decoding is accomplished
slotted system, in which each sourée= 1,2 buffers the by combining the received network-coded packets with the
incoming packets in queu®; with backlogg; (¢) at time (slot) individual packets previously transmitted by a source.

t. The relay communication consists of two phas&smulti-

Each source chooses the service ratg(t) at timet that ple access from sources to the relay, ai}lfroadcast from
corresponds to the amount of data removed from the buffeife relay to sources. We assume that the achievable rates in
Hence, the queue length at souiice 1,2 evolves as the first phase are significantly larger than those in therskco

‘ o . A phase thereby making the rates in the second phase the only
@it +1) = max (q;(t) = ri(t), 0) + ai(t), @) bottleneck that needs to be considered. Each use of the relay
where a;(t) is the number of bits/packets arriving at sourc& is assumed to incur a cost, e.g., representing the energy
queueQ), at timet. For each source, we assume thai;(t) expended by the relay. For simplicity, we do not consideeher
is generated via an ergodic process and\ledlenote its long- the energy cost of the sources, although our approach could
term average rate. readily extend to such a setting. If we assume additive white

For stochastic arrivals routed over a single link, [1] cdrsi Gaussian noise channels with unit noise power and bandwidth
ers the case where all packet arrivals at a slot are compresisethe broadcast phase, the individual min-cut capacities f
within that slot. Different than [1], here we assume that theach source can be achieved via XOR-based network coding
incoming packets are buffered and the source chooses HA®], [20], resulting in the end-to-end rate
many packets to compress before transmission at that slot.

Thisyprpovides the sour?:e with additional flexibility to aslju wit) < log(1+ P(t)) ()

its transmission rate. At time slat r;(t) packets are servedat time slott for each source = 1,2, i # j, where u; is

from the packet queue and only those packets are compresgrdrate (normalized to units of bits per time-slot) from seu

by reducing the description length ta(t) for i« = 1,2, j forwarded by the relayP(t) is the common transmission

where c;(t) < r;(t). The length of compressed data(t), power, and channel gains from the relay to sources are as-

is function g(-,-) of the raw data served from queug(t), sumed to be normalized symmetric. The relay power is chosen

and the compression ratk;(t) given by: such as to satisfy the signal-to-noise-ratio (SNR) reauénet

o ' (Ve at both receivers. Accordingly, the power consumption at th

ci(t) = g(ri(t), kit)) := ki (t)ri(t), (2) relay node in this phase?,..;(t), depends on the maximum

where0 < k;(t) < 1. We assume lossy compression such thaf the two ratesc;(t) and c»(t) to be transmitted. More

packets from sourcé incur distortion specifically, by (5), the relay power expended with network

di(t) = h(ri(t), ci(t)), 3) coding is given by

2max(cy(t),ca(t
i = 1,2, for some functioni(-,-). We first note that a valid Pra(t) = f(max(en (), e2(8))) = (2 @e® -1, 6
distortion functiond = h(r,c¢) should have the following for Gaussian channels.
properties: Based on the above assumptions, in this paper, we focus
on a simple achievable rate regi@i(t) = {(cy(t),ca(t)) :

Il. SYSTEM MODEL



0 < ¢(t) < p™(t),i = 1,2} for the relay R, where z;(¢) as the distortion queue for sourc®ith constant service
WX (t) < . This represents the case of orthogonal charate d,,; and arrival rated,(t). If this distortion queue is
nels from sources to the relay and provides a simple examptable, then (4) is satisfied. Then, the virtual distortioieup
that highlights the coupling of the transmission schedulirdynamics are given by:

decisions between the sources. Note that this couplingdvoul

further increase for more general rate regions. @it +1) = max (2;(t) — dav,i, 0) + di (). )

We note that since;(¢) is bounded by assumption, it has
II1. JOINT RATE SCHEDULING AND DATA COMPRESSION a finite second moment.

We start with the case where a centralized controller makes-€t S(t) = [q1(t), g2(t), z1(t), 22(t)] denote the combined
transmission decisions for both sources based on complstate of the system. We define the corresponding Lyapunov
knowledge of the system parameters and the history of qudugction as
backlogs and received distortions. The objective is to miné 1
the total energy consumption at the relay while ensuring th%(t) =L(5(t) = §(q1(t)2 + @)+ o) +22()?). (8)
the average delay does not exceed a given thresholhd  gjnce
average distortion constraint (4) is satisfied. This leadthé

following optimization problem: X2<Y?+ 22+ W2 - 2Y(Z - W) )
for X < max(Y — Z,0) + W, the Lyapunov drift can be
1 written as
min im — » E[Pe(ci(r),ca(r))]
(1 (Ora(i)en(0).ea(0) 0 £ 2 A(S(®) = E{L(S(t+1) — LED)ISO} =B (10)
o PO OB (1) —a (IS} — ()Era(0) — aa(1)[S(1))
s.t.  lim 1 Z Z Elgi(7)] <D, —21(H)E{dav,1 — d1()[S()} — 22(t)E{dav,2 — d2(t)|S(t)},
t—oo t ' \1 + Ao :
=0 i=1 where B is a term that can be bounded by the sum of second

=1 moments of the arrival rates, and distortion values. Hdre, t

tlij{}o n Eldi(7)] < dav,i, i=1,2, expectations are taken over the arrival and control detisio
=0 statistics. If we add the weighted expected power as a penalt
(c1(t),c2(t)) € C(1), t 20, term to (10), we have

(1) < ri(t) < min(g; (), r™), t>0, i=1,2.
ci(t) < ri(t) <min(g(t), "), t >0, ¢ , A(S(H) + VE{ P (0] S()} = B
e e serage gty Contont ol 91 e 0.y 0R11 () - (S0 L) x0SC)
to Little’s theorem [21]. Note that the objective {{PD) is —21(OE{dav,1 — di(B)[S(0)} — 22()E{daw 2 — da(1)[S()}
equivalent to minimizing the average power per packet byt VE{Pre(t)[S(t)}, (11)

ncirmahzmg by the total long-term arrival rate + X2. Lt \yhere the weight is a control parameter to tune the trade-off
P*(D) denote the solution t¢PD) as a function of the delay peyyeen the upper bound to the average queue backlog and
constraintD. This solution represents the energy-delay tradgse gistance from the minimum achievable cost. The algorith
off. In general, this will be a decreasing function bfand as (CA) aims at minimizing the sum of Lyapunov drift and

D — oo, it will yield the minimum cost solution subject 0 nenajty by solving the following optimization problem fdret
the condition that the queues are stable. given system staté/(#):

In principle, for a given delay constrair{ff D) can be solved
via dynamic programming. However, such a solution quickly ax q1(t)r1(t) + q2(t)ra(t) (12)
—(L’l(t)dl (t) — I'Q(t)dg(t)

1m.
becomes intractable except for very simple arrival progess (") ="2
and requiresa priori knowledge of arrival statistics. Instead,
we will follow the approach in [22], [1], and use Lyapunov —V[Pre(max(c1(t), c2(t)))].
stability arguments to yield an approximate solutionR®). st (e1(t),ca(t)) € C(t), ci(t) <ri(t), i =1,2
This approach is based on generalizing the classical back-
pressure algorithm, which is guaranteed to stabilize tlokgta ~ Remark 1: The first two terms in (12) are maximized by

queues, if this is possible under capacity constraints.[23] Maximizing the rater;(¢) for each sourcei and the last
term is maximized by minimizing the compressed ratg).

) . However, the other terms are optimized by minimizing the
A. Centralized Solution distortion, which in turn minimizes; () and maximizes; (t).

We propose a joint rate scheduling and compression algéence, the optimal solution to (12) balance$t) and ¢;(t)
rithm (CA) which chooses the service rate of the packet queuobjectives. We also note that in contrast to [10], the optima
and the compression rate for each source to approximate tie@work coding rates are not necessarily equal, i:€%) is
solution to(PD). not necessarily equal & (¢) and the optimal solution depends

To track the average distortion constraint over time, we usa the particular instances df (¢) anddz(t) at any time slot
the idea of avirtual distortion queue introduced in [1]. Define t.



Next, we discuss this joint rate scheduling-compressidhe priorities at the current time slot among the different
algorithm for a specific distortion-rate function and eryergobjectives of stability, distortion sensitivity, and rglaower
cost. Note that all constraints in (12) are linear. Themforconsumption.
choosingd;(t) as a strictly convex function ofr;(t), ¢;(t))
would result in standard convex optimization with uniquéi-op
mal transmission and compression rates. The choi¢gof:) IV. DECENTRALIZED ALGORITHM WITH 1-BIT
depends on the underlying application for data transnrissio INFORMATION
and it is outside the scope of this paper. For simplicity, we

assume the distortion functidrr, c) = r—c, which represents Next, we consider a decentralized algorithm where each

the number of bits discarded in the compression Operat'oé?)'urce has only limited information about the queue backlog

Furthermore, for bounded and ¢, the second moment of nd distortion levels of each other. From the solutions 8),(1

d|sto_r_t|on IS alsc_> bOl_Jnded, which is necessary to show tﬁe’ls seen that the sourcetends to serve the packet queue
stability of the distortion queues. if

. . i(t) > x;(t) (with possible compression) af;(t) > V
The energy consumption depends on the underlying chan ﬁh(oLt comér)ession) and tends to transmit da’ra(ﬁ%) SV
model. Again, for simplicity, we assume that there exis '

r Qz(t) > V.

a linear relationship between the energy expended and t . - L
amount of data transmitted, which corresponds to the low SNRer exploit the energy efficiency through network coding, it

regime. Also, without loss of generality lej*** = r™** and IS hecessary t(.) syr_whronize both source transm_issio_nseh mu
pmax — Mm‘”‘, i—19 as possible with limited queue backlog and distortion infor
ZAccordingI'y (12)’ can be rewritten as mation. We consider a decentralized algorithm in which each
' sourcei has 1-bit information on whethenin(qg;(t), z;(t))
max (q1(t) — 21 ()1 () + (q2(t) — z2(t))ra(t) exceedsV or not. We are motivated by the fact that in
+a1(t)er (t) + 22 (t)ea(t) — Vmax(cy (t), ea(t)) (13) the centralized algorithm sourcg is likely to transmit, if
s.t. 0 <7i(t) < min(g,(t), r™>), min(g;(t),z;(t)) > V. If so, instead ofl” each user focuses
0 < ¢;(t) < min(r(t), p™). on its own queue states and energy consumption with parame-
cg?rV replaced withu™**, which would increase the likelihood
solution depends on the particular instances ggff) and pf t.ransmission folr the source, provided that the othera®ur
x;(t), i = 1,2. For illustration purposes, we point out at thdS likely to trgnsmlt ag well. o
following special cases: The resulting algorithn{DA) is given by:
o qi(t) > (), zi(t) >V, i=1,2 (0,0), if gi(t) < pmex,
r;(t) = min(g; (t), 7)), ¢;(t) = min(r;(t), p™)
(Maximum rate scheduling with compression)

Note that (13) is a standard linear program. The expli

(ui(t),ui(t)), if p™ < qit) < 2i(t),

o (t) <z(t),i=1,2 min(g;(t), z;(t)) >V,
@1(t) + q2(t) >V > max(qi (), g2(t)):
r1(t) = ra(t) = c1(t) = c2(t) = min(q(2), g2(t), p™*x) (vi(t),u;i(t)), If ™ <a;(t) < q(t),
(No compression with perfect rate match at the relay for min(g; (t), z;(t)) >V,
network coding)

o Glt) <wi(t) i = 1.2, a1(t) + ar(t) < V: (we0), T @ilt) <u™ < ailt),
r(t) = ro(t) = 1 () = ea(t) =0, (ri(t), ci(t)) = V' < min(q; (%), z;(t)),

(No rate scheduling)
(vi(t),ui(t)), if V< l‘l(t) < qi(t),

A particular case of interest is the symmetric queue backlog V > max(q;(t), pmex),
and distortion level at both sources:
o q1(t) = q2(t) = q, 21 (t) = 22(t) = (wi(t),wi (1)), i V < qi(t) < zi(t),

If ¢ >aandz >V, r;(t) and¢;(t) are maximized for
1= 1,2, with possible lossy compression.
If ¥ < ¢ < min(z,V), thenri(t) = ra(t) = e1(t) =

V' > max(q;(t), p™),

co(t) = min(g, ™), i.e., no compression with perfect (vi(t),0), if 2;(t) < min(g;(¢),V),

network coding applied at the relay. V > max(q; (t), 1),

If g <zandg+z <V, thenri(t) = ra(t) = c1(t) = (DA)
ca(t) = 0. where u;(t) = min(g;(t), #™), v;(t) = min(g;(t), ™)

Note that the queue service rate increases with increasiitflj # -
buffer size and decreasing distortion state, while thetleg We will show in Section V that the cost performance of
of compressed representations increase with larger Virt{BA) is very close to the centralized algorithm, especially as
distortion queues and lower trade-off paraméterreflecting we increase the paramet®gr.



V. COMPARISON OFCOST-DELAY TRADE-OFFS

We compare the cost and delay performance of (th&) o
and (DA) algorithms for scenarios with different distortion WYr————v
requirements and traffic loads. We consider Poisson traffit w
symmetric arrival rates\; = A and assume"**(¢) = p™ax, 0.5¢ 1
andr®® = 5uax, @ =1, 2. —+— centralized algorithm (C,;A) -
Figures 2 and 3 depict the average delay as function of t j‘g’gg;tf;ffeﬁ’f"glezQ(D(A) )
average cost per packet (by varying the paraméter The 0451 ; ; i

two figures differ in the choice of the distortion constrain
dav,i = dav, © = 1,2. As expected, the average energy co:
increases with more stringent distortion constraints. e,
there is no significant effect on the average delay. 0.4r ‘ ‘ il
For both algorithmgCA) and(DA), the usual energy-delay
trade-off is observed such that the energy cost decreases
delay increases. ; ; ; ; ;
For comparison purposes, we also consider the case wh 0 5 10 15 20 25 30 35
each source only knows its own queue and distortion sta._. Average Delay (time slots)
Then, each source optimizes its individual transmissida ra,
and compression rate assuming the other source makes dhe= 1.
worst-case decision at each time slot (i.e. sour@ssumes
¢;(t) = 0, j # i). The cost-delay trade-off for this decen-
tralized algorithm(DWC) cannot approach the behavior of

Cost per Packet

Cost per packet as function of packet delay= 4, p™?* = 5,

the centralized solution because sources make blind desisi 0.4r VYV VvV — =
without any information on each other’'s queue backlogs. 0.381 i
Note that the average cost per packet achieved ) —+— centralized algorithm (CA)

is very close to the centralized algorith(@A), which also g 036f —— worst-case response alg. (DWC)|
provides low delay. When transmission decisions are adap § __ | —6— decentralized 1- bitalg. (DA) | |
depending on whether the other user is expected to transr % 034
the cost and delay performance can be significantly improv 2 o0.32t 1
compared to the case without any knowledge about the otl § 0al |
source queue. '

0.28f |

VI. CONCLUSION
0.26f 1

In this paper, we considered the problem of minimizin
an energy cost subject to distortion and stability constsai 024 ; ; j ; ;
; ; ; 0 5 10 15 20 25 30
in a _tyvo way relay network. The re_Iay exchanges dlstortl_c Average Delay (time slots)
sensitive data from two sources with stochastically vayyir.
packet traffic. The sources apply lossy compression befafig 3. Cost per packet as function of packet delay= 4, ™% = 5,
transmitting to the relay node for more efficient use of thé. =2.
relay under rate constraints. Either network coding oringut
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