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Abstract—In this paper, we investigate the information- There has been considerable research effort towards charac-
theoretic performance of the multi-band relay channel which terizing the information theoretic capacity of relay networks
is defined by a source node, a relay node, and a destmatlonin the past [2], [3], which has been rejuvenated with the

node communicating over multiple orthogonal bands. The model t ad : Iti-h dh twork hitect
is motivated by the vision of hybrid wireless networks where recent advances in muii-nop ad hoc nework architectures

links operating with different communication standards relay [4]-{7]. Cover and EI Gamal provide capacity bounds for the
information from the source to the destination. We consider Gaussian relay channel, and find the capacity of the degraded
hybrid wireless networks, with cognitive and agile radios, where Gaussian relay channel [3]. The work of Schein and Gallager
bandwidth and power are the shared resources between different ;e tigates capacity upper and lower bounds on the Gaussian
systems. We first provide the capacity bounds and find the .

optimum resource allocation that maximizes the achievable rate parallel relay_c_hannel, Wh_ere two relay chanhels exist [5]. The
for a simple network. Based on the allocation strategy found, Study of obtaining an achievable rate region in a relay network
we next study the impact of optimum resource allocation on of arbitrary size and topology has been investigated in [6].
the construction of a hybrid wireless network, in particular, the  More recent work considers optimum resource allocation for

scenario where a new source to relay and destination band is o145y networks to increase the achievable rate and spectral
added to a classical frequency division relay network. Given the efficiency [8]-[10]

channel conditions of the network, we establish the guidelines on . . . . .
how to allocate resources in order to achieve the higher achievable [N this paper, we investigate the capacity bounds for a sim-
rates, depending on the relative quality of the available links.  ple, three node hybrid relay network. For the case where the

source has two bands, and the relay has a single band available,
we find the optimum resource allocation that maximizes the
. INTRODUCTION achievable rate. In order to gain insight into the impact of
Future wireless networks are expected to enable nodesomimum resource allocation on the construction of a hybrid
communicate over multiple technologies and multiple hopwireless network, we next examine a scenario where a new
Recent advances in the development of software defined radidgeless link is added to the classical frequency division relay
support the vision where cognitive agile radios are employegtwork to form a simple hybrid wireless network. We observe
at each node that utilize multiple standards and communitat the source node is encouraged to communicate over the
cate seamlessly. Indeed, an intense research effort is bdiegt network by dedicating all resources exclusively when the
directed towards having multiple communication standardsndition of source to relay (SR) link and source to destination
coexist within one system, e.g. the cellular network and IEEESD) link of the new network is better (or worse) than that of
802.11 WLAN as in [1]. We refer to a group of cognitivethe SD link and the SR link of the current link. Otherwise,
nodes capable of employing a number of communicatighis beneficial to share resource between the current network
technologies in an effort to find the best multi-hop routand the new link to increase the achievable rate.
between the source-destination pairs, ahydrid wireless
network A. Relation to Previous Work
In this paper, we consider a simple hybrid wireless network Optimum resource allocation for the relay channel has been
with a source destination pair, and aim at understanding tbensidered in [8], [9], [11]. The model we consider is inspired
bounds of its information theoretic capacity with optimunby the parallel relay channel [5], [8]. Reference [8] considers
resource allocation. In particular, we consider a scenario wheéhe optimum resource allocation problem for the classical
the source node can communicate over multiple frequenitgquency division relay channel, where the source transmits in
bands to its destination, and a node that overhears the sowmne frequency band, and the relay transmits in one frequency
transmission acts as a relay. We assume that the frequeband that is orthogonal to that of the source. We generalize the
bands that the source utilizes as well the ones used by thedel in [8] by considering multiple orthogonal channels from
relay node are mutually orthogonal. The different bands aftee source and the relay node, and investigate the capacity
assumed to represent links that operate with different wireldssunds of the resulting multi-band relay channel (MBR) with
communication standards. optimum resource allocation.



Reference [11] investigates three different half-duplex time-
division based protocols that vary in the degree of broadcasting
they employ and the existence of receiver collision. The
optimum power and time-slot allocation has been investigated
for the protocol with the maximum degree of broadcasting
and no receiver collision in [9]. The MBR differs from these
models in that multiple orthogonal channels are present from
which the receivers experience different noise levels.

Fig. 1. (k,m) Multi-Band Relay Channel
[1. THE MULTI-BAND RELAY CHANNEL (MBR) of (k, m)-MBR are given by

We consider a three node hybrid wireless network where o - Ll -
multiple frequency bands available from the source and tHeow = SUP min{} I(X;Y)+ Y I(XsYi), ) I(Xi:Yi)}
: 1

i=1 i=m-+ =1

relay are mutually orthogonal. We term this thaulti-band 3)
relay channel (MBR). In particular, the situation where there o k . .

arem channels available for the source node @nd m for Cup= }iqg’m'”{Z I(XsY)+ Y, I(XY:), ) I(Xi Vi, Y)}
the relay node, shown in Figure 1 is termed them)-MBR. =t =mt =t @)

We reemphasize that the MBR is the generalization of thghere I(X;Y) denotes the mutual information betwegh
relay channel model with two orthogonal bands in [8] tandY and the input joint distributiorP(.) is given by
arbitrary number of orthogonal channels from the source and
the relay node, P, @B, &) = Pla) - P@) ()
The source node transmits the desired information aver
orthogonal channels to the relay node and the destination. The!ll. A CHIEVABLE RATES AND OPTIMUM RESOURCE
relay node decodes and re-encodes the received data to relay ALLOCATION FOR (3,2)-MBR
to the destination. The input-output signal model is given by In this paper, we consider the hybrid wireless networks
where the source node has access to distinct bands (standards)

Y =Xg+Z . :
SR s+ Zsn and a second node that overhears the source information relays

Yrp = XRr +ZrD () to the destination using a separate band. We note that this case

Ysp = Xs+Zsp corresponds to the general case with m = 1. It is readily
where Xs =  [Xi,Xo--- XnT and Xp = seen thatt = 2 andm =1 cc_)rrespor_lds to the Gaussian
[Xyri1) Xmias---, X,]T are the transmitted signal Vectorsorthogonal relay channel considered in [8], [12]. When an

. “additional system (orthogonal channel) becomes available for
from the source node and the relay node, respectweM.e source, we have th@, 2)-MBR. In the sequel, we wil

= T Y = [y T
Ysp = [Y1, Y5, V' and Ysp = [Y3,Y5, -, V] consider this tractable case and strategy that maximizes the
are the received signal vectors at the destination node an .
capacity lower bound.

the relay node when the signal is transmitted from the Under this network topology, we employ resource allocation

= e T i
;oirgle vr:aoc(zgrYzI;tDthe D;Vggtli;lzggﬁ’ fron’"nyt]ﬂe 'fefge ;eoc&eged to optimize the achievable rate for the case where the total
—g[Z Z Z,]T is the zero-mean indepenc)j/ent adgitiveavailable bandwidth is shared between the different systems
- 1,42, " y&m -

white Gaussian noise (AWGN) vector With[ZsrZLg] Il:\f)li\’,/?ﬁ d-l;ze_lgpﬂa_gsrtpu;v:;?ncinr:t?giiltsls given by (1) with
= diag{N1/2, N2/2,--- ,N,,/2} at the relay nodeZgp o - P

= [Z1,Z2,-++ ,Zy)" is the zero-mean independent AWGN E[X?] < a;P,, i=1,2 (6)
vector with E[ZspZ&p| = diag{N:/2, N2/2,- -+, N,,,/2} at ) )
the destination NOA&ZrD = [Zimi1, Zms1, -+ Z]T is the where P; is the total available power at the source node, and

zero-mean independent AWGN vector WItZrpZkp] = «; is the power allocation parameter for each orthogonal band.
diag{ Nyus1/2, Ny /2, -+, Niy/2} at the destinatioﬁ[ﬁ)T is We assume that the relay node uses its available full power,
the trarq;bose’ oggratién of7a vector P,. We do not have a total power constraint between source
Since the multiple channels are independent, the chanf& hr(aelfao)\//v:?i:jr?cl;rpoer ?haed(]:zaha;cil:s g:‘NtT(ebaQt;i\rAyéR is
transition probability mass function is given by pactly ’

P(ylv"' 7yk>g17"' >gm‘xl7"' >$majm+la"' 7.’17k)

m k
=1 Pwdil=) [] Pz ) .
i=1 j=m+1 ,Zcﬁilog (1+ai%r)}
For the channel transition probability mass function given in i=1 d’{?)
(2), we have the following capacity bounds fgr, m)-MBR.

Theorem 1:The upper and lower bounds for the capacitwhere all logarithms are base 2. L@f:l a; =1 andz;‘?:1 0N

2 i 3
_ ; . Vsd Yrd
@) Cow = g MaxX_, mln{zi:1 bilog (1 Ty, ) T oslog (1 T s )




= 1 denote the power and bandwidth allocation paramete@ase 1o, < am < .,
respectively. We assume that the system has total bandwidth

W and the input and output signals are sampled evgayy’ T pcoict (Con N Cioz) , (@7, ¢7) = (am; 9,)  (12)
seconds. We define the SNR at the relay and destination O¥lee 01 < o o
channel; as, Cint clowts Xciowz
i A Ps i A Ps . 8 cYlow - O<T2?(<1 CVlow:L, (Of*,?*> == (Ol;owl,?;owl) (13)
’YST*W, Vsd = N7 i=1,2 8) Se9is
! ’ Case 3:aim > a:lowﬂ a;lowz
and the received SNR at the destination over chafres, . . .
gL 9 G = oémgf(gl Coer (7,07) = (OG0 O,,,,)  (14)
Yrd = L .
T NsW Proof: We note that (10) indicates that,,, is larger than

Note that the actual received SNR values are scaled version€gf, for « = 1. On the other hand, (11) means th@j},, is

(8) and (9) depending on the power and bandwidth allocatismaller tharC,,, for o = 0. Since it is readily shown that for a
parameters. For example, the actual received SNR at the rdiagd (¢1, 92, ¢3), Cn @andC,,, are strictly concave functions
from channel 1, which is allocatedl;, fraction of the source in « € [0, 1], we know that’,,,, andC,,, must intersect ad,.
power andg; fraction of the bandwidth, is simply;+../¢;. There are three different possible cases for how they intersect.

Given the received SNRs, which are assumed to be availa [ case 1, the max-min of (7) can not be the maximum of

at the source and relay, we can maximize the achievable rate* Or Cley @nd Must be the intersection al = a,. For

. . . ase 2, the max-min of (7) i§,,.,. Case 3 is the opposite of
by optimally choosing the power and the bandwidth. The se 2 and the max-min of (7) &&,... For each case. there is

optimum power and bandwidth choices are a function of &

received SNRs at the relay and destination. We identify t&set of feasible¢1, ¢, ¢5) values satisfying (10) and (11).

optimum values for different ranges of SNRs. The followin erefore, fo.r case L the_maxmjum lower bound is the maxi-
notation is used throughout the rest of the paper. um of possible intersection which leads to the corresponding

optimum resource allocation parametérs,, ¢.,,). For case 2,

o We useC,., andC,,, to indicate the multi-access cut anothe optimum resource allocation parameters are
the broadcast cut of the lower bound. . (1,1 —uy,0,uy) if v, >3,

« We denoten’,,, anda,,, as thea that maximizeXiou: (o D) = 0,01 )it 1 - 2
andC,,,, respectively. T 2 Vsd = Vsd

o« We denoteg’:‘m1 andgzow2 as the(¢q, g2, ¢3) that maxi-
mizesC,,, andC\,,, respectively.

o Let oy, denote they value whereC,,,, andC,,., intersect.

(15)

3 3
wherew; = =<~ anduy, = —2=4,. For the case 2, the
i VraTVsa X VraTV5a
optimum resource allocation parameters are

« Let ¢ denote the(¢1,¢2,¢3) where G, and G, . ey )(1,1,0,0) i AL >2 16
intersect. (o Coa) = (0,0,1,0) if 7} <~2 (16)

« AN B represents intersection of A and B. o
|
We now discuss how to maximize the achievable rate and find_emma 2: For given Yea, Ysrs Yea, and é;,i = 1,2.3

the associated optimum resource allocation parameters gigaffisfying the following conditions:

the received SNRs. With the variable change= o andas 1 3 1

=1 — «, the observations follow from the investigation of the): log (1 + %d) + ¢3log (1 + M) > ¢1 log (1 + 7”) a7)
graphical behavior o, andC,,, as a function of. o1 ¢s é1

2 3 2
. . Vs Yrd Vsr
Let us first note that when’, > ~i, for i = 1,2, the relay #2108 (1 + ¢2d) + ¢slog (1 + g) < ¢2log (1 + g) (18)

is not useful and we need to dedicate all resources to u?ﬁe maximum lower bound and its corresponding optimum
direct link. When the conditions are not met, the max-min P g op

. . . . . resource allocation parameters are given b
of (7) is more involved, and requires us to investigate the P g y

relationship between all dependent variables given in ”&,ease Lo

*
low2 < Qe < Ceions

following four Lemmas. c
CY\ow - max (Clowl ﬁ C(Iowz) 9 (04*79*) = (aint7 (b ) (19)
. . 0<a,¢; <1 —nt
Lemma 1:For given vsq, Ysr» Vra,» and ¢;,i = 1,2,3
satisfying the following conditions: Case 2 < Ao Wiow

1 1

: ; 2 Case 3y, > aly,, O,
¢z log (1+’Z;d)+¢310g(1+%> > ¢ log (14—%) (11) t clowt? Vcion2
2 3 2

1 3 1 _ ko Lk * *
¢1log (1 T ?;d) + ¢3log (1 " zd) < ¢1log (1 * ?;7) (10) Clow = 0<mn<1 Gz (07, 97) = (Ao 05,,,)  (20)
. Sa,¢i<

_ _ _ _ Cow= MaX_ Cis, (", 07) = (G 27,,,,)  (21)
The maximum lower bound and its corresponding optimum 0<a,¢;<1
resource allocation parameters are given by Proof: We note that (17) indicates that,,, is smaller

than C,,, for « = 1. Also note that (18) implies thaf.,, is



larger thanC,,, for « = 0. This indicates that Lemma 2 is

TABLE |
FOUR SCENARIOS DEPENDING ONCHANNEL CONDITIONS

the opposite of Lemma 1, and the proof is identical to that of

Lemma 1 by switching the role af,, and C,.. [ |

Lemma 3:For given v.q, Ysr, Yrd» @and ¢;,i = 1,2,3
satisfying the following conditions:

1 3 1
¢1log <1 + ’y‘gd) + ¢3log (1 + M) > ¢1log (1 + Vsr) (22)
o1 ¢3 1
stzd L?d fygr

d)glog(lJr )+¢310g<1+ >>¢glog(1+

P2 ®3 P2 > @3)

The maximum lower bound and its corresponding optimu
resource allocation parameters are given by

CaSe 1:@30‘,\/2 < iy < Cy:lowl

C(Iow = OSIZ],ZL)(Sl (Olowl m C’IowZ) 9 (OL*,?*) = (aintlvéim) (24)
Case 2:0f,, < G < Q%0
Cvow = max Cow rjcvow 9 Oé*v - = (Qin 9 25
o =, MY (G 1 Coe) . (0,67) = (0 8,) (25)
Case 3:aintl > a;owlv aaowz and Qi < Oézlowl’ O‘Zowz
_ * * _ * *
Clow - ogmgfgl Clowb (a 7? ) - (aclow17?clowl) (26)
Case 4., = NULL
_ * *\ * *
GOW - Ogglixgl GowZa (a 7? ) - (aCIDW27?C|DWZ) (27)

Proof: We note that (22) and (23) indicate th@t,, is
smaller thanC\,,, for o = 0 and1. Thus, there must exist two
intersections atv,, and a;, (o > ). Otherwise, there

is no intersection at all. When there is no intersection, that

corresponds to case 4, and, it is readily shown thg} is
always larger tharC,,, over « € [0, 1]. Therefore, the max-

min of (7) isC,... When they intersect, there are three different C,, =
possible cases. For case 1, we observe that the intersection

value ato,,, is smaller than the maximum af,, or Ci,..
Thus, the max-min of (7) must be the intersection value

[Scenario] I [ 1 [ m [ v |
SR C>N|C<N|C<N|C>N
SD C>N|C<N|C>N|C<N

6 T T T T
= LBy =10,y = 5dB
—— UB: r:10, =
—— LB:
- UB: r:15. =

1By =252 = 20dB
UB: sr:25,y5;’r: 20 dB

55

m

5k

Rate (bps\Hz)

4

p
3.5

Fig. 2. The upper and lower bounds f¢8, 2)-MBR with v!, = 10dB and
2 -
V54 = 5dB

Case 2:af,,, < Qe < 0%

CVIow - Ogmg?(gl (Olowl m GOWZ) ) (Oé*,é*) = (aint279im) (31)
Case 3:aim1 > a;lowl? O‘;owz and Qinz < Oé;lowl’ a:lowz
Gow = Ogr(ggixgl C'Iow27 (O[ 7? ) = (aC\OWZ’?CIOWZ) (32)
Case 4.y, = NULL
max  Ciou, (a",¢") = (0o ¢, ) (33)

0<a,¢9i<1

Proof: We note that the inequalities (28) and (29) indicate
tat C... is larger thanC,,, for « = 0 and 1. This indicates

a* = aq. FOr case 2, we observe that the intersection valiizat Lemma 4 is the opposite of Lemma 3, and the proof is

at o, is smaller than the maximum f,,,, and C,... Thus,
max-min of (7) must be the intersection valueddt = «,p.
For case 3, the maximum value 6f,, and C,,, are larger
than two intersection values. Therefore, the max-min of (7)
Clowr- u

Lemma 4:For given vsq4, Ysr, Yra, and ¢;,i = 1,2,3
’Yl
) < ¢1log <1+ (;T

satisfying the following conditions:
) @
2
> < éalog (1+%T

5 > 29)

2

Yra
=

3
Yrd

¢s3

1
Vsd

o1
2
2 log (1 + %) + ¢3log <1 +

¢1 log <1+ )er)glog (1+

1

The maximum lower bound and its corresponding optimum

resource allocation parameters are given by
Case Lk, < Qm < Q%

C(Iow - max (Clowl m C(Iowz) I (06*79*) = (aintlaémt)

0<a,¢:<1

(30)

identical to that of Lemma 3 by switching the role@f,, and
Clowz- .

IV. UPPERBOUND ON CAPACITY

So far, we considered the maximization of the achievable
rate, i.e, the lower bound on the capacity of the MBR. In
this section, we consider the capacity upper bound and its
maximization. The upper bound ¢8,2)-MBR is given by

is

2 i 3
= i . _Fst Yrd
Cup = OSESE(SI mln{; ¢; log (1 + o Y ) + ¢3 log (1 + . )
2 i i
’Z¢i10g (1+ai%>}

o (34)
We note that the upper bound is obtained by the max-flow
min-cut theorem and the lower bound given in (7) is achieved
by block Markov coding. In general, these bounds are not
tight. The block Markov coding requires the relay to decode
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Fig. 3. Comparison of achievable rates for scenario Il
Fig. 4. Comparison of achievable rates for scenario IlI
the whole block [12]. Thus, if the source to relay link is poor, ' ! ! ;
the decoding error will be high enough to propagate error. On  os| -
the other hand, if the source to relay link is much better than
source to destination link, the bounds become tighter and the
capacity can be found. We can observe this by comparing (34)
and (7). Asyl. and~2. gets much larger than!, and+2,,
the two maximized bounds coincide and yield the maximum
capacity. This is illustrated in the Figure 2.

The maximization of the upper bound follows similar steps
to that of the lower bound. For a fixet:, ¢o, ¢3), the
broadcast cut of the upper bound is a concave function in ~ o>

€ [0,1]. Therefore, we have the equivalent four Lemmas to
those in Section I, depending on the four different inequality
conditions of the multi-access cut and the broadcast cut at %
a =0 and1 as follows.

—©~ ¢, (New SR/SD link)
— 0, (Current SR/SD link)
[0S (Current RD link)

o
)

o
3

o
)

sl L 1
Bandwidth Sharing |
between the links _ |

o
S

Optimum Bandwidth Allocation
o o
w (4]

1 3
@1 log <1 + ’y‘gd)+¢3 log (1 + Jr
o} é

1 1 - : ) . .
o Fig. 5. Optimum bandwidth allocation fdk = 3 of scenario IlI

d)§¢llog<1+7sd+7 2 g P

3

) R ) ” quality of each of the available links (SD/SR/RD). To answer
¢2 log (1 + M) +¢3log (1 + %d) < ¢ log (1 4 Yea T %r) this question, we consider four different scenarios depending
$2 3 $2 (36) ©On the relative quality of channel conditions summarized in
Let us denotea® . and a* . as thea that maximizesCio; Table 1. I_n Table I, C and N stand for the_ current link and
et cup2 “P*  the new link, respectively. For each scenario, we compare the

and C,,,, respectively. We also denotg" and ¢* as the . :
(6,6 P2 63) tEat maiimizes C  and ?Cum res e%’?f\zlel We achievable rate and resource allocation strategykfer 2, 3.
1,92, 03 upl war FESP y- That is, we aim to observe the effect of adding a new link,

note that multi-access cut of the lower and upper bound are . X
. ; e.g. fromk = 2 to £k = 3 on the maximum achievable rate
the same. Thus, the optimum resource allocation paramete . .
(% 6% ) are the same a&%, . ¢ ). On the other hand under four different scenarios.
o . , . . .
Cupl> ¥ Cupl Clow1) ¥ Clowl - Figure 3 shows the achievable rate for scenario Il where
the optimum resource allocation parameters that maximize t

e
broadcast cut are given by

cnqannel condition of the SR link and the SD link of the newly
added link is better than that of the SD link and the SR link of
. . (1,1,0,0) if vL, +~L > 12, +42 the current link. Comparing = 3 andk = 2, we observe that
(o0 ?Cupz) = (0,0,1,0) if 41 + 4L < A2 442 (37)  the achievable rate df = 3 is better than that of = 2. This
Y sd 7 fer = sd T ey is because quality of the new link is better than that of the
current link, and all resources are allocated to the better link.
On the other hand, for scenario | where the channel condition
When a new wireless link becomes available at the sourgkthe SR link and the SD link of the newly added link is
in addition to the existing single band relay network, a hybridorse than that of the SD link and the SR link of the current
wireless network can be formed. In this case, a significalnk, the maximum achievable rates stays the same because all
question to be answered is how to allocate resources betwegspurces are allocated to the current link.
links in order to maximize the data rate. It is evident that Figure 4 shows the achievable rate for scenario Il where
the resource allocation strategy is a function of the chanrthE new SR link is better than the current SR link, and the

V. RESULTS ANDDISCUSSION



2 | | | P link.
ap b e o S Figure 7 shows the corresponding bandwidth allocation for
38l b B . k = 3. We observe that more bandwidth is allocated to the
wol L I o ] new link when the received RD SNR is low because the new
! 1 ! ! direct link is better. It is, however, seen that more bandwidth is
L B = i AR P R allocated to the current link when the RD link becomes better
32 oo P N S ] because the current SR link is better than that of new link.
R A — SR ]
| ; ; | VI. CONCLUSIONS
2By [ [ . T In this paper, we have investigated the information-theoretic
260---- - bosmemoeees Ao e Lo performance of a simple hybrid wireless network where the
2aL 2 -= Efiiﬁ’fiﬁii vyid_:fsd:; e = sc) source, with the help of a relay node, communicates to
O BT W TR Ve T R Ve TR Ysd T the destination via multiple orthogonal channels. We have
% 5 10 15 20 2 considered the case where the total bandwidth is dynamically

allocated between the multiple channels from the source and
the relay in addition to the source power. In particular, we

3
Yrd

Fig. E‘>-09C0mr:>arisor‘1 of achieva}ble rates fqr scenario fV have derived the optimum power and bandwidth allocation
‘ 3 3 3 parameters in order to maximize the achievable rate.
0.8 - Nf e EERREEEEEEE foeeeees :rm";;: Our numerical results have investigated the scenario where
o e +f+++*+ 777777 a new link at the source becomes available for an existing
5 * 3 frequency division relay network, and the power and band-
B e N by A b e width resources are to be reallocated. We observe that the
e o5l N 77777777777 source node is encouraged to communicate over the best link
% 3 3 by dedicating all resource when the new SR link and SD link
L R CaRbh e are better (or worse) than that of the current SD link and SR
é P R A v A 77777777777 link. Otherwise, it is beneficial to share resource between the
g 3 : current link and the new link to achieve the higher rate.
17/ i S o ’@l’(riév;’sfé[sb’ﬁﬁ;{)m 1 The simple hyb_rld wireless n.et\./vork investigated in this
o1 i g, (Curent SR/SD link) | paper can be considered as a building block for more complex
@, (Current RD link) hybrid wireless networks. From the system design point of
0 @ % o) view, we conclude that, for this simple network, higher achiev-
able rates can be obtained by optimally allocating resources
between multiple standards.
Fig. 7. Optimum bandwidth allocation fdk = 3 of scenario IV

REFERENCES

H. Luo, R. Ramjee, P. Sinha, L. Li, and S. Lu. UCAN : A unified cellular
and ad-hoc network architecture. ACM MOBICOM'03 pages 353 —
367, September 2003.

E. C. van der Meulen. Three terminal communications channels.
Advanced Applied Probabilify3(5):120 — 154, September 1971.

T. M. Cover and A. A. El Gamal. Capacity theorems for the relay
channel. IEEE Transactions on Information Theor25(5):572 — 584,
September 1979.

G. Kramer, M. Gastpar, and P. Gupta. Cooperative strategies and
capacity theorems for relay networkSubmitted to IEEE Transactions
on Information Theory (revised), November 2004

B. Schein and R. G. Gallager. The Gaussian parallel relay network.
In IEEE International Symposium on Information Theory, ISIT,00’
page 22, 2000.

P. Gupta and P. R. Kumar. Towards an information theory of large
networks: an achievable rate regidEEE Transactions on Information

new SD link is worse than the current SD link. We observ
that the achievable rate fdr = 2,3 is almost same for low
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