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Abstract— We investigate the optimum transmit power allo-
cation problem for the multi-band relay (MBR) channel. MBR
is defined by a source node, a relay node, and a destination
node communicating over multiple orthogonal bands. We focus
on three relay transmission schemes: amplify-and-forward (AF),
estimate-and-forward (EF), and compress-and-forward (CF) and
study the optimum transmit source and relay power allocations
to maximize the instantaneous achievable rate. We formulate
iterative algorithms to find the power allocation for each scheme.
It is shown that CF is always better than EF and AF. We observe
that when the source-to-relay links are better than the source-
to-destination links, EF and AF perform equally well. When the
source-to-relay links are worse than source-to-destination links,
AF performs better than EF.

I. INTRODUCTION

Recently, relay networks have been attracting considerable
attention for their potential of improving the performance
of wireless systems. This performance gain is offered by
exploiting the inherent broadcasting nature of the wireless
channel and the spatial diversity in a distributed fashion.
The earlier work on full-duplex relay channel by [1], [2]
provides the theoretical background and hints the performance
improvement over point-to-point communication. Since then,
a significant research effort has been directed towards capacity
and performance of relay networks in various set-ups [3]–[7].

Hindered by the difficulty of employing full-duplex at the
relay node, most of the recent research efforts focus on or-
thogonal relay transmission schemes where the source and the
relay node employ time-division [4], [6], [8]–[11], frequency-
division [12]–[15], or code-division [3]. It has been shown that
a significant performance improvement can be achieved by
optimum resource allocation, i.e., transmit power, bandwidth,
or transmission time slot duration in these networks. [4], [9],
[11], [12], [15]–[18].

The model considered in reference [12] employs two or-
thogonal frequency bands, one at the source and one at the
relay. By employing the optimum bandwidth allocation, the
reference shows that achievable rates employing decode-and-
forward can be improved over equal allocation. The optimum
source and relay transmit power and time-slot allocation has
been investigated for the three node half-duplex relay channel

in reference [4]. The optimum relay transmit power allocation
was investigated in [17] for various relaying transmission
schemes for a relay assisted F/TDMA network with multiple
source-destination pairs where all channels of all sources
nodes and relay nodes are orthogonal. The bandwidth and
power allocation for the relay networks where a single source
and destination pair with multiple relay nodes employing
amplify-and-forward and decode-and-forward schemes was
investigated in [16]. In a similar setting, power allocation with
partial channel side information was considered in [19], [20].

The so called multi-band relay channel (MBR) where the
source and the relay nodes employ multiple orthogonal chan-
nels has been considered in [15]. The optimum source transmit
power and bandwidth allocation improves the achievable rates
of such networks employing decode-and-forward (DF) over
power allocation only.

In this work, we investigate the jointly optimum transmit
power allocation of the source and the relay node for MBR
channel. We focus on three relay transmission schemes that do
not decode the information at the relay: amplify-and-forward
(AF), estimate-and-forward (EF), and compress-and-forward
(CF). Our motivation for focusing on these three transmission
schemes is their advantage over DF. AF is known to provide
the same multiplexing gain and better diversity order than
DF [6]. EF and CF transmission schemes outperform DF,
especially when the source to the relay channel condition is
worse than the source to the destination channel [4], [8].

We investigate the transmit source and relay power allo-
cation problems that maximize the instantaneous achievable
rate under individual power constraints. The solution for
each scheme is reached by essentially the same iterative
algorithm with the associated variables varying depending on
the scheme. The proposed algorithms are convergent, and we
observe numerically, the convergence to the optimum point.

We observe that when the source-to-relay links are better
than the source-to-destination links, EF and AF perform
equally well. When the source-to-relay links are worse than
source-to-destination links, AF performs better than EF. CF
always performs better than EF and AF. We also note the
difference in the power allocation strategy between CF and
EF/AF: in CF, the relay and source power allocation are
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independent, while in EF/AF, they affect and compensate each
other to yield the maximum rate.

The rest of the paper is organized as follows. Section II
presents system model. Section III derives the instantaneous
mutual information for MBR of each scheme and investigates
the corresponding iterative power allocation scheme. In Sec-
tion IV, we present the numerical results. We conclude the
paper in Section V.

II. SYSTEM MODEL

We consider a three node relay network where multiple
frequency bands available from the source and the relay are
mutually orthogonal. We term this the multi-band relay (MBR)
channel, which is given by Figure 1. We assume that the
source transmits information over several frequency channels,
which is received by the destination and the relay. The relay
forwards the received signal from the source after appropriate
processing to the destination over the orthogonal frequency
channels. The signal received by the relay and destination in
the ith orthogonal channel of the source node is given by

yi
sd = hi

sdx
i
s + ni

sd (1)

yi
sr = hi

srx
i
s + ni

sr (2)

where xi
s is the symbol transmitted by the source node in

channel i with transmit power, pi
s. ni

sd and ni
sr are the

independent additive white Gaussian (AWGN) noise with unit
variance at the destination and the relay, respectively. We let
hi

sd and hi
sr denote the channel gains from the source node to

the destination node and the relay node in channel i.
Similarly, the signal received by the destination node in the

second phase from channel i is given by

yi
rd = hi

rdx
i
r + ni

rd (3)

where xi
r is the symbol transmitted by the relay node in

channel i with transmit power, pi
r. ni

rd is the independent
additive white Gaussian (AWGN) noise with unit variance at
the destination. We let hi

rd denote the channel gain from the
relay node to the destination node in channel i.

We consider three relay transmission schemes that does not
decode the information received at the relay. In particular, we
consider:

• Amplify-and-Forward (AF): The relay node forwards the
scaled version of the noisy copy of the source signal it
received to the destination node [6].

• Estimate-and-Forward (EF): The relay node forwards an
estimate of its received signal to the destination node [2],
[21].

• Compress-and-Forward (CF): The relay node compresses
the received signal using Wyner-Ziv lossy source coding
[22] and forwards to the destination [2], [23].

III. ITERATIVE POWER ALLOCATION ALGORITHM

In this paper, we investigate the optimum source and relay
transmit power allocation that maximizes the instantaneous
achievable rate for three different relay schemes under indi-
vidual power constraints. The resulting optimization problems
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Fig. 1. Multi-Band Relay Channel

do not have closed form solutions. We thus construct iterative
algorithms to converge to the optimum point of the corre-
sponding problem.

The common theme is that for each of the three schemes we
have an optimization problem that has identical characteristics,
and we can come up with an alternating minimization based
iterative algorithm to obtain the solution.

In particular, we find that, for AF, EF, and CF, the updates
that the iterative algorithm employs for each iteration are given
by

(pi
r)

∗ =

⎛
⎝−r1

2r2
+

1

2

√(
r1

r2

)2

− 4r0

r2

⎞
⎠

+

(4)

(pi
s)

∗ =

(
− 1

s2
+

[
R +

√
Q3 + R2

]1/3

+
[
R −

√
Q3 + R2

]1/3
)+

(5)
where R and Q are given by

R =
9s1s2 − 27s0 − 2s3

2

54
, Q =

3s1 − s2
2

9
(6)

where s2, s1, s0, r2, r1, and r0 are given differently for each
relay transmission scheme. The updates given by (4) and (5)
are obtained simply from the first order optimality conditions
for each channel. Thus, simply taking the derivative of the
objective function for each schemes with respect to pi

s and pi
r

and equating it to zero and after algebraic manipulation, we
can obtain (4) and (5) that can be used for each of the three
schemes. The parameters s2, s1, s0, r2, r1, and r0, need to be
determined for each relay scheme.

The proposed iterative algorithm calls for optimizing one
variable at a time while fixing the values of the rest. We start
with random set of pi

s and pi
r and update each one of them by

using (4) and (5) while keeping the transmit power constraints
satisfied.

A. Iterative Power Allocation for Amplify-and-Forward

In amplify-and-forward (AF) scheme, the received signal at
the relay over channel i is amplified by the gain, gi. Thus, the
transmitted signal at the relay over channel i is given by

xi
r = giy

i
sr (7)

where gi =
√

P i
r

|hi
sr|2P i

s+ni
sr

. The amplifying gain, gi, is used to
maintain power constraints at the relay [6]. The maximization
problem of MBR channel for AF can be stated as follows
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max
pi

s,pi
r

∑K
i=1

1
2K log

(
1 + pi

sa
i + pi

spi
rbici

1+bipi
s+cipi

r

)
(8)

s. t.
∑K

i=1 pi
s = PS ,

∑K
i=1 pi

r = PR (9)

where we denote ai, bi, and ci as |hi
sd|2, |hi

sr|2, and |hi
rd|2,

respectively. PS and PR are the total transmit power con-
straints for the source and the relay node, respectively. K is the
total number of frequency channels for each communication
phase. The factor 1/2K accounts for the fact that information
is conveyed over 2K frequencies. The logarithm is base 2.
The index i for ai, bi and ci is omitted for conciseness. In this
case, the parameters yielding iterations (4) and (5) are given
by

s2 =
1 + cpi

r

a
+

2 + 2cpi
r

b
− 1

2Kλ1
(10)

s1 =
2 + 3cpi

r + c2(pi
r)

2

ab
+

(cpi
r + 1)2

b2
− 2 + 2cpi

r

2Kλ1b
(11)

s0 =
(cpi

r + 1)2

ab2
− (cpi

r + 1)2

2Kλ1b2
− cpi

r(1 + cpi
r)

2Kλ1ab
(12)

r2 =2Kλ2

(
c2 + (a + b)c2pi

s

)
(13)

r1 =2Kλ2

(
2c + 2abc(pi

s)
2 + (2ac + 3bc)pi

s + b2c(pi
s)

2
)

(14)

r0 =2Kλ2

(
1 + (a + 2b)pi

s + (2ab + b2)(pi
s)

2 + ab2(pi
s)

3
)
− ti

(15)

where ti = bcpi
s(1 + bpi

s). λ1 and λ2 are the Lagrangian
multipliers associated with the transmit power constraints of
the source and the relay node, respectively.

B. Iterative Power Allocation for Estimate-and-Forward

In estimate-and-forward (EF), the relay node uses the esti-
mate of the received signal at the relay. The achievable rate
of EF is always greater than that of direct transmission [11].
On the other hand, the achievable rate of DF is less than
that of direct transmission when the source to the destination
channel condition is better than the source to the relay channel
condition [11], making EF more attractive in this setting. For
EF, the maximization problem of MBR can be stated as

max
pi

s,pi
r

∑K
i=1

1
2K log

(
1 + pi

sa
i + pi

spi
rbici

1+(ai+bi)pi
s+cipi

r

)
(16)

s. t.
∑K

i=1 pi
s = PS ,

∑K
i=1 pi

r = PR (17)

and the corresponding variables in (4) and (5) are given by

s2 =
1

a
+ 2

a2 + ab + (a2c + 2abc + b2c)pi
r

a3 + 2a2b + ab2
− 1

2Kλ1a
(18)

s1 =
3a + 2b + (4a + 3b)cpi

r + (a + b)(cpi
r)

2

a3 + 2a2b + ab2
− µi (19)

s0 =
(2Kλ1 − 1)(1 + 2cpi

r + c2(pi
r)

2) + bcpi
r + bc2(pi

r)
2

2Kλ1(a3 + 2a2b + ab2)
(20)

r2 =2Kλ2c
2 (21)

r1 =2Kλ2

(
2c + (2ac + bc)pi

s

)
(22)

r0 =2Kλ2

(
1 + (2a + b)pi

s + (a2 + b2)(pi
s)

2
)

+ bcpi
s (23)

where µi = (a+b)(1+cpi
r)

Kλ1(a3+2a2b+ab2) .

C. Iterative Power Allocation for Compress-and-Forward

In compress-and-forward (CF), the relay node forwards a
compressed version of its channel output to the destination
node [2], [23]. This information is used as side information
at the destination. This scheme achieves gains comparable to
MIMO transmission [23]. The maximization problem of MBR
for CF can be stated as follows

max
pi

s,pi
r

∑K
i=1

1
2K log

(
1 + pi

sa
i + bipi

s

1+σ2
W i

)
(24)

s. t.
∑K

i=1 pi
s = PS ,

∑K
i=1 pi

r = PR (25)

where σ2
Wi is given by

σ2
Wi =

pi
s(ai + bi) + 1

pi
rc

i(pi
sa

i + 1)
(26)

Then, the corresponding variables are given by

s2 =1 +
2(a + b) + c(2a + b)pi

r

(a + b)2 + ac(a + b)pi
r

+
a2(1 + 2b) + a2c(1 + b)pi

r

2Kλ1((a + b)2 + ac(a + b)pi
r)

(27)

s1 =
2(a + b) + c(2a + b + 1)pi

r

(a + b)2 + ac(a + b)pi
r

+
2a(a + b)(1 + cpi

r)

2Kλ1((a + b)2 + ac(a + b)pi
r)

(28)

s0 =
2Kλ1 + a + c(a + b)pi

r

2Kλ1((a + b)2 + ac(a + b)pi
r)

(29)

r2 =2Kλ2

(
c2 + ac2pi

s

)
(30)

r1 =2Kλ2

(
2c + (2a + b)cpi

s

)
(31)

r0 =2Kλ2

(
1 + (a + b)pi

s

)
+ bcpi

s (32)

D. Convergence of Iterative Algorithm

The objective function of the each relaying schemes are
concave in each variable, but not jointly concave. First we note
that each iteration of the algorithms discussed in this section
increases the objective function as the function is concave in
each variable. Also, the maximum achievable rate as a result
of each optimization problem is bounded from above. Thus
the proposed iterative algorithms are convergent. In addition,
they are guaranteed to converge to the optimum point if it is
unique [24].

In general, the nonconvexity of the problem prevents us
from making a claim of convergence of the algorithm to the
global optimum. As is common with nonconvex problems,
we run multiple iteration by choosing multiple initial random
transmit power and find the best of the points. Note that we
are guaranteed global optimality if the channel gains satisfy
the following condition:

h =

[
hi

sr, h
i
sd, h

i
rd :

d2J

d(pi
s)2

d2J

d(pi
r)2

−
(

d2J

dpi
sdpi

r

)2

≥ 0

]
(33)

where i ∈ (1,K) and J is the objective function of each
scheme. This is because, for h satisfying (33), the objective
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Fig. 2. Convergence of the iterative algorithm for AF scheme with five
different random starting points

TABLE I

FOUR CASES DEPENDING ON CHANNEL CONDITIONS

Case I II III IV

SNR of SR1 30dB 20dB 30dB 20dB
SNR of SD1 15dB 10dB 10dB 15dB
SNR of SR2 20dB 30dB 20dB 30dB
SNR of SD2 10dB 15dB 15dB 10dB

functions become jointly concave and we can guarantee the
convergence to the global optimum with over the convex
constraint set, e.g, (25).

IV. NUMERICAL RESULTS

In this section, we present numerical results to support
our analysis. Specifically, we plot the maximum achievable
rate for each of the three schemes and the corresponding
transmit source and relay power allocation. For numerical
results, the number of orthogonal channels from the source
and the relay is each assumed to be two. We fix the source to
the destination (SD) received SNRs and the source to the relay
(SR) received SNRs while changing the relay to the destination
(RD) received SNRs in each channel by the same amount.

Table I shows the four cases considered in numerical results.
In case I, SR and SD links of channel 1 is better than that of
channel 2. In case II, SR and SD links of channel 1 is worse
than that of channel 2. In case III, SR link of channel 1 is
better than that of channel 2 and SD link of channel 1 is
worse than that of channel 2. In case IV, SR link of channel
1 is worse than that of channel 2 and SD link of channel 1 is
better than that of channel 2. We note that SR links are better
than SD links for all four cases.

Figure 2 shows the convergence of the proposed iterative
algorithm to the optimum resource allocation for AF. Starting
with random initial power allocation for each trial, we observe
that the each time converges to the same value. Same obser-
vation is valid for CF and EF also. With random initial power
allocation and channel gains, the iterative algorithm always
converges to the optimum value.
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Fig. 3. Comparison of maximum achievable rates

0 5 10 15 20 25
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

SNRs
RD

 [dB]

O
pt

im
um

 P
ow

er
 A

llo
ca

tio
n

p1
s

p2
s

p1
r

p2
r

Fig. 4. Power Allocation for CF of case I

Figure 3 shows the maximized achievable rates of three
relay transmission schemes with optimum power allocation for
case I. Since the received SNRs of overall system are fixed as
given in Table I, the maximized achievable rates for all four
cases are identical. We can observe that CF is always better
than EF and AF. Also, when SR links are better than SD links,
EF and AF perform equally well.

Figure 4 shows the transmit source and relay power al-
location of CF scheme for case I. We observe that almost
equal source power is allocated to the SR/SD links. A slightly
more source power is allocated to the channel with higher
SD received SNR. For relay power allocation, as RD received
SNRs become better, more relay power is allocated to the
channel with higher SR received SNR. For better SR link,
the relay node can provide the more useful side information
to the destination. Thus, allocating more relay power to the
channel with higher SR received SNR can help the reliable
decodability at the destination node in CF scheme.

Figure 5 shows the transmit source and relay power allo-
cation of EF/AF scheme for case I. In this case, the power
allocation strategies between two schemes are same. At the
low RD received SNRs, more source power is allocated to
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Fig. 5. Power Allocation for EF/AF of case I

the channel with larger SD received SNR because in this
case, relay is not going to be helpful and allocating more
source power to the channel with better SD received SNR
yields higher rate. As the RD received SNRs become better,
more source power is allocated to the channel with smaller
SR received SNR. This is to ensure that relay node can be
helpful for that link. That is, allocating more source power
to the channel with smaller SR received SNR will help the
relay receive the correct message from the source. With the
relatively smaller power, the link with higher SNR can do
the same. For relay power allocation, more relay power is
allocated to the channel with smaller SR received SNR at low
RD received SNRs. As the RD received SNRs become better,
more relay power is allocated to the channel with larger SR
received SNR.

For case II, since the channel conditions are opposite to
the case I, the source and relay power allocation strategy is
the same with case I with changing the role of channel 1 and
channel 2.

Figure 6 shows the transmit source and relay power allo-
cation of CF scheme for case III. We observe that almost
equal source power is allocated to the SR/SD links. A slightly
more source power is allocated to the channel with larger SD
received SNR. For relay power allocation, as RD received
SNRs become better, more relay power is allocated to the
channel with larger SR received SNR. We note that the power
allocation of CF for case III is almost identical to that of case
I except for the role change between P 1

s and P 2
s because case

III is identical to case I with switching the role of SR channel
1 and 2.

Figure 7 shows the transmit source and relay power allo-
cation of EF/AF scheme for case III. In this case, the power
allocation strategies between two schemes are same. At the
low RD received SNR, more source power is allocated to
the channel with worse SD link. As the RD received SNRs
becomes better, more power is allocated to the channel with
better SR received SNR. For relay power allocation, more
relay power is allocated to the channel with larger SR received
SNR at low RD received SNRs. As the RD received SNRs
become better, relay power starts to be allocated to the channel
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Fig. 6. Power Allocation for CF of case III
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Fig. 7. Power Allocation for EF/AF of case III

with worse SR links. For case IV, since the channel conditions
are opposite to the case III, the source and relay power
allocation strategy is the same with case III with changing
the role of channel 1 and channel 2.

From the discussion so far, we note that the power allocation
strategy between CF and EF/AF are different. In CF, the relay
power and source power allocation are decoupled and we end
up allocating more power to the better channel. On the other
hand, in EF/AF, the source and relay power allocation affect
and compensate each other to yield maximum rate.

So far, we have considered the cases where SR links are
always better than SD links. Switching each received SNR of
SR and SD for each channel, we have the same four cases as
Table I except that SD links are now better than SR links.

Figure 8 shows the maximized achievable rates of three
relay transmission schemes with optimum power allocation
when SD links are better than SD links. Although the rates
obtained are very close, we can note that CF is still the best
scheme and AF performs better than EF.

Comparing (8) and (16), we observe that if SD received
SNR is larger than SR received SNR, the instantaneous
achievable rate of EF is smaller than AF. On the other hand,
if SR received SNR is larger than SD received SNR, the
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instantaneous achievable rate of EF becomes the same as
that of AF. The numerical results match with the observation.
However, we must also note the existence of a recent result,
[18], where the EF scheme based on unconstrained minimum
mean square error (MMSE) estimate is shown to outperform
the AF scheme based on linear estimate in memoryless relay
networks.

V. CONCLUSION

In this paper, we have investigated the optimum source
and relay power allocation problem for amplify-and-forward
(AF), estimate-and-forward (EF), and compress-and-forward
(CF) schemes for multi-band relay channels where the source
node communicates to the destination with the help of a relay
node via multiple orthogonal channels. For each scheme, we
have proposed an iterative power allocation algorithm based
on alternating minimization to maximize the achievable rate.
For numerical results, we have considered different cases
depending on channel conditions of the source to the relay
(SR) and source to the destination (SD). It is shown that CF
is always better than EF and AF. When SR links are better
than SD links, EF and AF perform equally well. When SR
links are worse than SD links, AF performs better than EF.
We have observed that CF and EF/AF may yield different
power allocation strategies. Proposed algorithms result in the
optimum resource allocation, and thus can provide insight
in choosing the best relay forwarding scheme under given
channel conditions.
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