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Abstract—A wireless network of N transmitting and M receiv-
ing nodes is considered, where the goal is to communicate data
from transmitters to the receiving side of the network. Nodes
have energy suppliers that provide energy at a price for trans-
mission or reception. Nodes wish to optimize their individual
utilities rather than a network-wide utility. We consider one-to-
one and one-to-many matching games where each transmitter
can be matched with one or multiple receivers. In both cases,
transmitters find the best rate for them and propose it to the
receivers. We modify the well-known deferred acceptance algo-
rithm to solve this game and improve network sum utility. We
next consider wireless energy cooperation for the transmitters
to make their proposals more desirable and compete with each
other. Energy transfer introduces an additional energy cost at the
transmitter and reduces the cost of the receiver and influences its
decision. For the one-to-many matching games, we demonstrate
that the available proposals at each transmitter can be reduced
without loss of optimality. The results point to the observation
that populating the network with additional nodes along with the
possibility of energy transfer improves the rates for the entire
network despite the selfish nature of the nodes.

Index Terms—Energy transfer, matching games, ad hoc net-
works, Vickrey auction, max-min fairness.

I. INTRODUCTION

PRACTICAL wireless networking scenarios often call for
cooperation between pairs of nodes. Cloud radio access

networks are one example where a base station can send its
data to a cloud for computing [2]. Among others are sensor
networks [3] where the sensors can pair up with relays for the
delivery of their measurements, and vehicular networks [4]
where the transmitter-receiver pairs may change during the
communication session due to the dynamic network topology.
Previous work on pair-wise cooperation in wireless networks
has mostly assumed altruistic behavior for all nodes in the
network, where the nodes are assumed to obey the instruc-
tions of a network operator to improve a network wide utility.
It remains interesting to study how to network selfish wireless
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nodes that would rather improve their individual utilities than
work together for the sake of the entire network, as they
would be willing to cooperate with each other only if said
cooperation improves both parties’ utilities. The framework of
matching games is an appropriate tool to study such scenarios
and its application on wireless ad hoc networks with one-
to-one and one-to-many matchings will be the focus of this
paper.

Matching games are a suitable model for communities of
individuals with conflicting interests that may be willing to
cooperate in pairs for mutual benefit [5], [6]. The seminal
work in matching theory [5] addresses the problem of match-
ing an equal number of men and women. Each individual
in one group has different preferences for the members of
the other group. Gale and Shapley [5] propose the now well-
known Deferred Acceptance Algorithm (DAA) where the men
propose to the women in the order determined by their prefer-
ences. In this algorithm, each woman chooses the best proposal
she has received at each stage, but defers the acceptance of
this proposal until she has seen all of her available options.
The matches found by the algorithm are stable and optimal
for the proposers. The algorithm is also extended to college
admission games which are games between colleges and stu-
dents where each college can be matched to several students
in [5]. The stability and optimality results are shown to extend
as well.

Matching games have previously been employed
for resource allocation in wireless networks [7]–[17].
Reference [7] studies one-to-one and many-to-one matchings
for resource allocation in wireless networks and shows that
the throughput maximizing matchings are not always stable.
Reference [8] considers matching games between primary and
secondary users in a cognitive radio network for spectrum
allocation, and proposes a distributed algorithm that can
identify a stable matching. Reference [9] also considers
matching games for cognitive radio networks. Reference [10]
studies a many-to-many matching game between the base
stations and service providers in a small cell network, and
proposes an algorithm that finds a matching that is pairwise
stable. Reference [11] investigates the advantages of matching
based modeling for networking problems over optimization
and game theory. Reference [12] studies a matching game
between the users and base stations in a small cell network
and finds a matching which balances the traffic among cells
and satisfies the quality of service requirements of the users.
For an overview on the application of matching theory on
future wireless networks, see [13].
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Energy cooperation has been proposed as a way of improv-
ing energy efficiency of wireless networks by means of
transfer of energy from energy rich nodes to energy defi-
cient nodes [18]–[27]. References [18], [19] have studied the
sum throughput maximization problem for energy harvesting
multi terminal networks with energy transfer. Reference [20]
has proposed energy transfer over radio frequencies (RF) per-
formed simultaneously with the transfer of data. RF energy
harvesting has been considered in a number of models includ-
ing the work in cognitive radio networks [21] which has
studied cognitive radio networks with primary users whose
radio transmission can be used as a source of energy by the
secondary users, and in non-cooperative or leader-follower
game theoretic settings [22] where we have modeled coop-
eration between selfish nodes as noncooperative games and
Stackelberg games.

While majority of work on energy management in wire-
less networks has been for transmission energy, the receivers’
processing costs have recently gained attention [28]–[33].
Reference [28] has studied an energy harvesting network with
sampling and decoding costs at the receiver and shown that
when the battery at the receiver is the bottleneck of the system,
it is optimal for the receiver to sample data packets at every
opportunity and decode them only to avoid battery overflows.
Reference [29] has proposed a framework for utility maximiza-
tion in wireless networks with energy harvesting transmitters
and receivers. Reference [30] has studied decoding costs at the
receivers in energy harvesting networks with energy harvest-
ing receivers. Reference [30] has considered a decoding cost
that is convex in the rate and in particular, an exponential cost
model as we will in the sequel.

Different from these aforementioned references which con-
sider optimum energy allocation, in given static network
topologies, this paper introduces a methodology for network
formation. In particular, we consider ad hoc network forma-
tion where the nodes are (i) capable of energy cooperation,
(ii) selfish in the sense that they wish to maximize their indi-
vidual utilities, and (iii) willing to cooperate in pairs as long
as it improves their utilities.

We utilize the framework of matching games [5] with both
one-to-one and one-to-many matchings. In particular, we con-
sider a wireless ad hoc network of N transmitters and M
receivers. We consider that the expenditure of energy at each
node, whether it is a transmitter or a receiver, comes at a price
and results in a decrease in the node’s utility. We formulate a
matching game between the transmitters and receivers where
the transmitters propose to the receivers with the optimal com-
munication rate for the transmitters’ utilities. The receivers
choose one among all proposals they have received to max-
imize their own utilities. We find the optimal decisions for
all nodes and derive the resulting utilities. We next provide
the transmitters with the knowledge of the utility functions
of the receivers so that they can take into account the needs
of the receivers when they determine their proposals. In addi-
tion, we let the transmitters offer to transfer energy to their
favorite receiver, i.e., energy cooperation. This allows the
transmitters to assist the receivers with their processing costs
to increase their chances of forming a beneficial cooperation

pair. We model this layer of competition between the trans-
mitters as a Vickrey auction [34]. We modify the DAA [5] to
solve these games.

We next consider the case where one transmitter can be
matched to multiple receivers. The transmitter multi-casts
its data to these receivers at the same rate and collects a
reward that is proportional to the number of receivers. We
model this communication scenario as a one-to-many match-
ing game where each transmitter proposes to several receivers
for multi-casting. We solve this game by using the DAA [5]
and find a stable matching that is optimal for the transmitters.
We show that we can limit the proposals that each transmit-
ter can make without changing the outcome of the algorithm,
which leads to finding a stable and optimal matching with
polynomial number of proposals in the number of receivers.
We next extend this game to include energy cooperation as
well where each transmitter offers an energy transfer to every
receiver that it is interested in. We consider max-min fair-
ness in calculating these energy offers so that every targeted
receiver is satisfied with the energy transfer. We observe that
the competition between the nodes facilitated by the match-
ing framework becomes more intense with the addition of
energy cooperation and results in improved rates for the whole
network. In addition, we observe that our modified approach
yields larger rates and requires a smaller number of proposals
before it can identify the solution as compared to the DAA.

The main contributions of this paper are summarized as
follows:

• A matching-game formulation leading to a stable one-
to-one matching of transmitters to receivers is provided,
when energy expenditures of both the transmitters and
the receivers are explicitly taken into account.

• Energy transfer from transmitters to receivers is intro-
duced into the matching game to instigate competi-
tion between the proposing transmitters. Accordingly a
Vickrey auction is employed between competing trans-
mitters.

• These settings are extended to one-to-many matching
games where a transmitter can be matched to multiple
receivers, and a reduced complexity optimal matching
algorithm is provided.

The remainder of this paper is organized as follows. In
Section II, we describe the system model. In Section III,
we cover the basics of one-to-one matching games and con-
sider two such games without and with energy cooperation.
In Section IV, we introduce one-to-many matching games and
consider two such games without and with energy cooperation.
In Section V, we provide simulation results. In Section VI, we
conclude the paper.

II. SYSTEM MODEL

Consider an ad hoc network with transmitters Tn, n ∈ N �
{1, 2, . . . ,N}, and receivers Rm, m ∈ M � {1, 2, . . . ,M} with
block fading as shown in Fig. 1.

Each transmitter can communicate with any receiver. For
clarity of exposition, we consider a time slotted scenario
with slots of equal duration. The fading coefficient between
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Fig. 1. The N-by-M ad hoc network with energy transfer. For clarity of expo-
sition, only one energy transfer is shown as a dotted line with the harvesting
efficiency of the corresponding receiver.

transmitter Tn to receiver Rm is denoted by hn,m indicating
the channel quality. The available channels are orthogonal
to one another. Without loss of generality, the noise at each
receiver is modeled as zero-mean and unit-variance additive
white Gaussian noise.

Each node has access to an energy supplier that can provide
any desired amount of energy at a price. Tn can purchase
energy from its supplier at a price of σn, and likewise, Rm can
purchase energy at a price of σ̄m. The prices lead to a reduction
of the total reward that is due to the expended energy. The unit
for the price is bits/Joule, leading to the total reward in bits
as the total bits transmitted or received minus the energy cost.

The models considered in this work include those that allow
the transmitters to transfer energy to the receivers by RF
energy transfer. For such settings, we consider that receiver
Rm has a harvesting efficiency of ηm ∈ [0, 1], m ∈ M . Note
that ηm accounts for the losses associated with the harvesting
of the energy after it reaches the receiver Rm. The energy sent
by the transmitter is reduced by the channel coefficient while
making its way to the receiver. In other words, if Tn sends E
units of energy to Rm, Rm will receive Ehn,m units, and be able
to harvest Ehn,mηm units to expend for decoding. The nodes
do not have access to any other source of energy for transmis-
sion or decoding, i.e., they must either acquire energy from the
supplier or harvest energy from an energy cooperating node’s
transmission.

During a given time slot, each receiver is interested in
receiving data from one transmitter only. In the one-to-one
case, each transmitter wishes to send data to one receiver only.
We also study the one-to-many case where a transmitter can
send data to several receivers at the same time. At the begin-
ning of each slot, transmitter-receiver pairs are formed which
will communicate over the orthogonal link reserved for the
transmitter for the duration of the time slot.

Suppose for a given time slot, nodes Tn and Rm, for some
n ∈ N and m ∈ M , are matched with each other and agree on
a data rate of rn,m. We begin with the one-to-one case and a
general definition of utilities for all transmitters and receivers
which are given as

un|m
(
rn,m

) = ρn
(
rn,m

) − σnκn
(
rn,m

)
(1)

for Tn given it is matched to Rm, and

ūm|n
(
rn,m

) = ρ̄m
(
rn,m

) − σ̄mκ̄m
(
rn,m

)
(2)

for Rm given it is matched to Tn. Here, ρn(rn,m) and ρ̄m(rn,m)

are concave and non-decreasing in rn,m, and represent the
reward that nodes Tn and Rm obtain for transmitting or receiv-
ing data at rate rn,m, respectively. Conversely, κn(rn,m) and
κ̄m(rn,m) are convex and non-decreasing in rn,m, and represent
the energy cost of nodes Tn and Rm for transmitting or receiv-
ing data at rate rn,m, respectively. Note that the reward and cost
functions are averaged over the duration of the time slot. The
utility definitions will be extended to the case of one-to-many
matchings in Section IV.

For clarity of exposition, we focus on the following selec-
tion of reward and cost functions, recalling that our results are
valid for any concave reward and convex cost selection:

ρn
(
rn,m

) = λnrn,m, (3)

ρ̄m
(
rn,m

) = λ̄mrn,m, (4)

κn
(
rn,m

) = 1

hn,m

(
22rn,m − 1

)
, (5)

κ̄m
(
rn,m

) = cm2αmrn,m + βmrn,m + γm, (6)

for some λn, λ̄m, cm, αm, βm ≥ 0 and γm ∈ R. In other words,
we consider linear rewards (3) and (4) for both nodes, additive
white Gaussian noise at the receivers leading to the energy cost
for Tn given in (5), and a general processing cost for Rm given
in (6) which addresses exponential and linear processing costs
and activation costs [30], [35], [36]. The resulting utilities for
nodes Tn and Rm are expressed as

un|m
(
rn,m

) = λnrn,m − σn

hn,m

(
22rn,m − 1

)
, (7)

ūm|n
(
rn,m

) = λ̄mrn,m − σ̄m
(
cm2αmrn,m + βmrn,m + γm

)
. (8)

Lastly, we define T � {Tn, n ∈ N } and R � {Rm,m ∈
M } as the set of all transmitters and the set of all receivers,
respectively. Sets N and M index sets T and R , respectively.
In the sequel, we consider two matching game formulations
for our model where each transmitter proposes to the receivers.
Each transmitter aims to maximize its utility that results from
a rate value which the transmitter and the matched receiver
can agree upon.

In the sequel, we will consider one-to-one and one-to-many
matching games for the ad hoc network in consideration. That
is, we will let the transmitters and receivers form cooperation
pairs in the one-to-one case for every time slot. For the one-
to-many case, we will let the transmitters change the receivers
to which they broadcast, to maximize the total data sent to the
receivers.

Remark 1: We assume channel state information (CSI)
availability at the transmitters. The acquisition of the CSI on
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the transmit side can be accomplished with receiver side chan-
nel measurements with a pilot and fed back to the transmitters.
The ad hoc network to be formed is effectively one-hop, with
non-interfering links.

Remark 2: We assume that a small portion of each time slot
is used for the coordination of energy transfer. This assumption
results in the utilities being multiplied by a constant factor
since only a portion of each time slot can contribute to the
utilities, which are averaged over the entire duration of the
time slots. Since this factor is the same for all time slots and
all utilities, it does not affect our analysis or results, and is
omitted.

III. ONE-TO-ONE MATCHING GAMES

A. Preliminaries

We begin by providing a few fundamental definitions from
matching theory from [5] and [6].

Definition 1: A (one-to-one) matching is a function μ : T ∪
R → T ∪ R satisfying

1) μ(Tn) = Rm if and only if μ(Rm) = Tn for all n ∈ N ,
m ∈ M ,

2) μ(Tn) ∈ R or μ(Tn) = Tn for all n ∈ N ,
3) μ(Rm) ∈ T or μ(Rm) = Rm for all m ∈ M .
The definition of matchings requires that μ be a bijection,

i.e., each node in the network can be matched to either one
other node or to itself, and it must be equal to its inverse, i.e.,
μ(μ(K)) = K for any node K ∈ T ∪ R .

Definition 2: Preference relations �n on R and �̄m on T
for all n ∈ N , m ∈ M are strict and complete partial orders.

Here, the preference relations symbolize each node’s pref-
erence over all nodes on the other side of the network. That is,
Rm �n Rm′ means that Tn prefers Rm over Rm′ , and likewise,
Tn �̄m Tn′ means that Rm prefers Tn over Tn′ . We assume that
there are no ties, i.e., the preference relations are strict. This is
in line with our selection of block fading coefficients which are
drawn from continuous distributions, resulting in strict prefer-
ences with probability 1. The completeness of the preference
relations means that each node has a favorite among any col-
lection of nodes from the other side of the network, i.e., for
all n ∈ N and M ′ ⊂ M , there exists m ∈ M ′ such that
Rm �n Rm′ for all m′ ∈ M ′ \ {m}. Likewise, for all m ∈ M
and N ′ ⊂ N , there exists n ∈ N ′ such that Tn �̄m Tn′ for all
n′ ∈ N ′ \ {n}.

Definition 3: Matching μ is stable if there exists no
(Tn,Rm) ∈ T × R such that μ(Tn) 
= Rm, but Rm �n μ(Tn)

and Tn �̄m μ(Rm). That is, there does not exist a transmitter-
receiver pair that prefer each other and are not matched to
each other, i.e., all nodes are satisfied by μ.

Definition 4: Stable matching μ is optimal for the transmit-
ters (resp. the receivers) if the utility of Tn (resp. Rm) under
μ is no less than its utility under any other stable matching
μ′ for all n ∈ N (resp. all m ∈ M ).

Although there may exist multiple stable matchings, the
optimal matching must be unique, provided that it exists,
due to the fact that all preference relations are strict. We
next study the matching game given by ({T ,R }, {�n, �̄m})
and how energy cooperation impacts the resulting matchings.

We consider the case where the transmitters propose to the
receivers and note that our results can readily be extended to
the case where the receivers propose. We consider that the one-
shot matching game given by ({T ,R }, {�n, �̄m}) is played at
the beginning of each time slot and confine our analysis to
one time slot.

B. A One-to-One Matching Game

Initially, we assume that the transmitters have no knowledge
of the other nodes’ utility functions or the strategies available
to them. However, Tn knows hn,m for all m ∈ M . Tn’s best
strategy is therefore to maximize its own utility, i.e.,

r∗
n,m = arg max

rn,m≥0
un|m

(
rn,m

)
(9)

= arg max
rn,m≥0

λnrn,m − σn

hn,m

(
22rn,m − 1

)
(10)

=
[

1

2
log

(
λnhn,m

2σn ln 2

)]+
(11)

where we obtain (11) by simply finding the stationary point
and projecting to non-negative values due to concavity of the
objective.

At rate r∗
n,m, Tn’s utility is given as

un|m
(
r∗

n,m

) = λn

2
log

(
λnhn,m

2eσn ln 2

)
+ σn

hn,m
. (12)

Tn can use (12) to find its favorite receiver among any col-
lection of receivers R ′ ⊂ R , and subsequently characterize
its preference relation �n. Note that (12) depends on receiver
index m only through hn,m and it is convex in σn

hn,m
. Therefore,

Tn’s favorite receiver in R ′ is either Rm1 or Rm2 , whichever
results in a larger utility for Tn where indices m1 and m2 are
found as

m1 = arg max
m : Rm∈R ′

hn,m, (13)

m2 = arg min
m : Rm∈R ′

hn,m. (14)

Starting with R ′ = R , Tn finds Rm �n Rm′ for all m′ ∈
R ′\{Rm}, and next finds the second favorite receiver by setting
R ′ = R \{Rm}. Continuing in this fashion, preference relation
�n is identified for all n ∈ N (see Algorithm 1, lines 2–8 for
a detailed description).

For the receivers’ preference relations, suppose Rm receives
a proposal from all Tn ∈ Tm ⊂ T where we define Tm to
be the set of all transmitters which have proposed to Rm with
a rate offer. The ideal proposal for Rm would maximize its
utility, i.e.,

r†
n,m = arg max

rn,m≥0
ūm|n

(
rn,m

)
(15)

= arg max
rn,m≥0

λ̄mrn,m − σ̄m
(
cm2αmrn,m + βmrn,m + γm

)
(16)

=
[

1

αm
log

(
λ̄m/σ̄m − βm

cmαm ln 2

)]+
(17)

where (17) is again obtained by identifying the stationary point
of (16).
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We observe that ūm|n(rn,m) is concave in rn,m. Therefore,
Rm finds its favorite among all proposals it has received from
the transmitters in Tm as the proposal of Tn1 or Tn2 , whichever
results in a larger utility for Rm where indices n1 and n2 are
identified as

n1 = arg max
n : Tn∈Tm,

r∗
n,m≤r†

n,m

r∗
n,m, (18)

n2 = arg min
n : Tn∈Tm,

r∗
n,m>r†

n,m

r∗
n,m. (19)

Note that Rm can identify its preference relation �̄m over Tm

using a similar procedure to the one described above for the
transmitters, i.e., Rm starts with Tm, finds its favorite transmit-
ter in Tm, removes this transmitter from Tm, finds the second
favorite transmitter and so on. However, as will be seen in
Algorithm 1, our solution requires only the favorite proposal.

Now that matching game ({T ,R }, {�n, �̄m}) is fully char-
acterized, we can identify the optimal matching for our setting.
In order to accomplish this, we adopt the DAA proposed in [5]
to our setting. It is shown in [5, Th. 2] that DAA finds the
unique stable matching that is optimal for the proposing nodes,
in our case, the transmitters. In this algorithm, the transmitters
first propose to their favorite receivers. Each receiver finds the
one proposal that yields the largest receiver utility and rejects
all others. In the next iteration, the rejected transmitters pro-
pose to their second favorite receivers and the receivers find
the best proposal among all new proposals and the best pro-
posal from the previous iteration. In this fashion, the receivers
identify the best proposal for themselves, rejecting all others,
but defer the acceptance of said proposal until they have seen
all of their options.

In our implementation of this algorithm, we improve upon
the resulting utilities by imposing that the transmitters refrain
from proposing to receivers which yield negative utilities for
them. Likewise, we require that receivers prefer being matched
to themselves if the best proposal they receive results in a neg-
ative utility for them. This modification eliminates all matches
which result in negative utilities while retaining those with
positive utilities, and necessarily results in improved utilities
for the whole network. In addition, this modification is in
line with the selfish nature of the nodes in our model since
they cannot be expected to tolerate negative utilities which
they can easily improve by solitude. We provide the com-
plete optimal solution of ({T ,R }, {�n, �̄m}), including the
computation of preference relations and the Modified DAA,
in Algorithm 1.

Here, we denote by Rn the set of receivers that can
be matched to Tn with a positive utility. Rn is updated
throughout the algorithm and gives a collection of possible
matches for Tn at any point in the algorithm. The worst
case complexity is O(N2) which is the same as the original
DAA in [5].

In the next section, we consider the game under a differ-
ent setting where each transmitter is provided with additional
knowledge, i.e., the utility functions of the receivers, in order
to facilitate competition among the transmitters.

Algorithm 1 Optimal Solution μ of ({T ,R }, {�n, �̄m})
// The transmitters identify their preference relations �n.

1: for n = 1, 2, . . . ,N do
2: Initialize R ′ = R .
3: while R ′ 
= ∅ do
4: Find Rm1 and Rm2 using (13) and (14).
5: Identify the favorite receiver as Rm = Rm1 or Rm2 .
6: Update R ′ := R ′ \ {Rm}.
7: Update �n such that Rm �n Rm′ , ∀Rm′ ∈ R ′.
8: end while
9: end for

// The Modified Deferred Acceptance Algorithm.
10: Initialize Rn = R , ∀n ∈ N ; μ(K) = K, ∀K ∈ T ∪ R .
11: Remove all Rm yielding un|m(r∗

n,m) < 0 from Rn, ∀n.
12: while ∃n ∈ N : μ(Tn) = Tn and Rn 
= ∅ do
13: for n = 1, 2, . . . ,N do
14: if μ(Tn) = Tn and Rn 
= ∅ then
15: Tn finds its favorite Rm ∈ Rn and proposes (11).
16: Update Rn := Rn \ {Rm}.
17: end if
18: end for
19: for m = 1, 2, . . . ,M do
20: if Tm 
= ∅ then
21: Rm finds its favorite Tn ∈ Tm ∪{μ(Rm)} using (18)

and (19).
22: if ūm|n(r∗

n,m) ≥ 0 then
23: Set T ′

n = μ(Rm), and update μ(T ′
n) = T ′

n.
24: Update μ(Rm) = Tn, μ(Tn) = Rm.
25: end if
26: end if
27: end for
28: end while

C. A One-to-One Matching Game With Energy
Cooperation

Consider now that the transmitters are aware of the utility
functions of the receivers. This additional knowledge allows
them to tailor their proposals better to the needs of the
receivers. In this setup, we consider the additional incentive of
energy transfer from the transmitters to their favorite receiver
in order to promote their proposals over others. Note that this
was not possible for the setting in Section III-B since the trans-
mitters could not compute the ideal proposal for their favorite
receiver, and therefore could not compete with one another
directly. We incorporate energy cooperation into our model
by modifying the utilities as

un|m
(
rn,m, pn,m

) = λnrn,m − σn

hn,m

(
22rn,m − 1

)
− σnpn,m (20)

ūm|n
(
rn,m, pn,m

) = λ̄mrn,m − σ̄m
(
cm2αmrn,m + βmrn,m + γm

− pn,mhn,mηm
)

(21)

where pn,m is the amount of energy offered to Rm by Tn aver-
aged over the duration of the time slot for consistency with
other average quantities in our model. Observe that energy
transfer improves the utility in (21).
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For the receivers that receive multiple proposals, we employ
a Vickrey auction [34] between the proposing transmitters to
determine which one should be matched to the receiver. A
Vickrey auction is a second price sealed bid auction where
the bidder with the highest bid wins the auction, but pays the
second highest bid only. In other words, upon receiving the
bids, the receiver determines the transmitter with the high-
est bid, but the winning transmitter has to provide the receiver
with the utility promised only by the runner-up which is lower
than the winner’s original bid [37]. Thanks to this second price
property of Vickrey auctions, each transmitter can go all out
and bid the highest receiver utility they can provide. However,
as the transmitters’ bids increase, their own utility decreases
and they increase their bids until their own utilities reach zero.
In other words, each transmitter calculates its bid by setting
its own utility to zero and finding the corresponding receiver
utility that it can provide. Since in the end the winning trans-
mitter delivers the bid of the runner up only, its final utility is
positive. Therefore, the Vickrey auction yields improved utili-
ties for the auctioneers without resulting in vanishing utilities
for the bidders.

Tn first uses (12) to find its favorite receiver among col-
lection of receivers R ′ ⊂ R , and similarly generates its
preference relation �n. Note that transmitter utilities at this
point are the same as those in Section III-B since all pm,n = 0
before the inter-transmitter competition by means of a Vickrey
auction ensues. Tn can next compute its bid to its favorite
receiver, Rm, as

(
r∗

n,m, p∗
n,m

) = arg max
(rn,m,pn,m)≥0

ūm|n
(
rn,m, pn,m

)
(22a)

s.t. un|m
(
rn,m, pn,m

) ≥ 0. (22b)

We solve (22) by first solving it in pn,m for any rn,m. We
observe that ūm|n(rn,m, pn,m) is increasing in pn,m for a given
rn,m and un|m(rn,m, pn,m) is decreasing in pn,m. In other words,
pn,m must be as large as possible while constraint (22b) is
satisfied. Therefore, we set (22b) to zero and obtain

p∗
n,m

(
rn,m

) = λnrn,m

σn
− 1

hn,m

(
22rn,m − 1

)
(23)

which guarantees that constraint (22b) is satisfied for any r∗
n,m.

Problem (22) becomes

r∗
n,m = arg max

rn,m≥0
ūm|n

(
rn,m, p∗

n,m

(
rn,m

))
(24)

which is a convex problem with a unique maximizer. Here,
we define

ψn,m � 1

ln 2

(
λ̄m

σ̄m
− βm + hn,mηmλn

σn

)
. (25)

The unique optimal solution of (24) is identified as the r∗
n,m

value that satisfies

cmαm2αmr∗
n,m + 2ηm22r∗

n,m = ψn,m. (26)

In general, (26) is a nonlinear equation, in fact, an exponential
polynomial equation [38] which can be solved numerically.
Note that when αm is an integer, (26) reduces to a polynomial

equation. For the special case of αm = 0, i.e., linear processing
cost for the receivers, the solution of (26) is found as

r∗
n,m = 1

2
log

(
ψn,m

2ηm

)
(27)

and for the special case of αm = 2, the solution of (26) is
found as

r∗
n,m = 1

2
log

(
ψn,m

2(cm + ηm)

)
. (28)

This completes the characterization of all bids (r∗
n,m, p∗

n,m)

received by Rm. Suppose Rm has received proposals from all
Tn ∈ Tm ⊂ T . Rm then finds the best proposal as

(
r∗

n†,m, p∗
n†,m

)
= arg max(

r∗
n,m,p

∗
n,m

)
:

Tn∈Tm

ūm|n
(
r∗

n,m, p∗
n,m

)
(29)

and the runner-up as
(

r∗
n‡,m, p∗

n‡,m

)
= arg max(

r∗
n,m,p

∗
n,m

)
:

Tn∈Tm\{Tn†
}

ūm|n
(
r∗

n,m, p∗
n,m

)
(30)

which are optimization problems with finite feasible sets.
Finally, Rm identifies Tn† as its favorite transmitter which has
to provide only ūm|n(r∗

n‡,m
, p∗

n‡,m
), which is necessarily less

than ūm|n(r∗
n†,m

, p∗
n†,m

). Thus, Tn† can lower p∗
n†,m

to provide
ūm|n(r∗

n‡,m
, p∗

n‡,m
) only and obtain a positive utility for itself

as well.
In order to solve ({T ,R }, {�n, �̄m}) for an optimal match-

ing in this case, we modify Algorithm 1 to incorporate the
inter-transmitter competition, which we model as a Vickrey
auction, into our solution. The solution is given in Algorithm 2.

Remark 3: The standard marriage problem of
Gale and Shapley [5] has strict preference relations for
all agents, but not utilities. Essentially, all utilities are non-
negative. Since the utilities in our model can be negative and
a node matched to itself receives a utility of zero, it makes
sense to eliminate matches with negative utilities without
even proposing to them. This, along with the introduction of
bidding, is our modification to the DAA. The convergence
of our modification is guaranteed since we are only skipping
some proposals which would not change the outcome of
the standard DAA. The stability is guaranteed since the
eliminated proposals would violate stability under standard
DAA as the nodes would prefer to be matched to themselves.

IV. ONE-TO-MANY MATCHING GAMES

In this section, we extend the results of Section III to the
case of one-to-many matchings where one transmitter can be
matched to multiple receivers.

A. Preliminaries

The definition of matchings extends to the one-to-many case
as follows [7], [10], [11].

Definition 5: A one-to-many matching is a function μ : T ∪
R → T ∪ 2R satisfying

1) μ(Tn) = Rn ⊂ R if and only if μ(Rm) = Tn for all
Rm ∈ Rn, n ∈ N ,
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Algorithm 2 Optimal Solution of ({T ,R }, {�n, �̄m}) With
Energy Cooperation

// The transmitters identify their preference relations �n.
1: for n = 1, 2, . . . ,N do
2: Initialize R ′ = R .
3: while R ′ 
= ∅ do
4: Find Rm1 and Rm2 using (13) and (14).
5: Identify the favorite receiver as Rm = Rm1 or Rm2 .
6: Update R ′ := R ′ \ {Rm}.
7: Update �n such that Rm �n Rm′ , ∀Rm′ ∈ R ′.
8: end while
9: end for

// The Modified Deferred Acceptance Algorithm.
10: Initialize Rn = R , ∀n ∈ N ; μ(K) = K, ∀K ∈ T ∪ R .
11: Remove all Rm yielding un|m(r∗

n,m) < 0 from Rn, ∀n.
12: while ∃n ∈ N : μ(Tn) = Tn and Rn 
= ∅ do
13: for n = 1, 2, . . . ,N do
14: if μ(Tn) = Tn and Rn 
= ∅ then
15: Tn finds its favorite Rm ∈ Rn and its proposal using

(22).
16: Update Rn := Rn \ {Rm}.
17: end if
18: end for
19: for m = 1, 2, . . . ,M do
20: if Tm 
= ∅ then
21: Rm finds its favorite Tn ∈ Tm ∪{μ(Rm)} using (29)

and (30).
22: if ūm|n(r∗

n,m) ≥ 0 then
23: Set T ′

m = μ(Rm), and update μ(T ′
m) = T ′

m.
24: Update μ(Rm) = Tn, μ(Tn) = Rm.
25: end if
26: end if
27: end for
28: end while

2) μ(Tn) ⊂ R or μ(Tn) = Tn for all n ∈ N ,
3) μ(Rm) ∈ T or μ(Rm) = Rm for all m ∈ M ,
4) μ(Tn) ∩ μ(Tñ) = ∅ for all n, ñ ∈ N , n 
= ñ.
In other words, each transmitter is matched to either itself

or a set of receivers, no pair of transmitters can be matched to
the same receiver, and each receiver is matched to either itself
or a transmitter. As for the preference relations, the transmitter
preferences �n will now be on 2R , ranking all subsets of the
receivers whereas the receiver preferences are as defined in
Section III-A.

Definition 6: One-to-many matching μ is stable if there
exists no (Tn,Rn) ∈ T × 2R such that μ(Tn) 
= Rn, but
Rn �n μ(Tn), and Tn �̄m μ(Rm) or Tn = μ(Rm) for all
Rm ∈ Rn. In other words, there does not exist a transmitter
and a group of receivers where the transmitter is not matched
to at least one of the receivers, but all of the nodes in question
wish to be matched together.

Similar to Section III, there may turn out to be multiple
stable one-to-many matchings, but there can be only one stable
matching that is optimal for the transmitters. In the sequel, we
aim to find this matching without or with energy cooperation.

B. A One-to-Many Matching Game

Consider a communication model where each transmitter
can multi-cast its data to a subset of the receivers. This is done
in a way that every receiver can decode the same data. That
is, there is only a common message which is broadcast with
sufficient power so that the receiver with the lowest channel
gain in the subset can decode it. Therefore, the transmission
cost of the transmitter depends only on the weakest link in
the subset. We consider that the reward that the transmitter
gets is proportional to the number of receivers it to which the
transmitter multi-casts.

Suppose Tn is matched to the receivers in Rn ⊂ R after
proposing rate rn,Rn to them. The utility of Tn can be given as

un|Rn

(
rn,Rn

)=|Rn|λnrn,Rn − σn

minm:Rm∈Rn hn,m

(
22rn,Rn −1

)
.

(31)

The receiver utilities are unaffected by the channel gains of
the other receivers or by the number of receivers their matched
transmitter is multi-casting to. This is because the receivers do
not experience any interference: they do not receive any signal
intended for another subset of receivers matched to a different
transmitter due to orthogonality, and within their subset, they
all try to decode the same message. Thus, the utility of Rm

given that it is matched to Tn with rate rn,Rn can be given as

ūm|n
(
rn,Rn

) = λ̄mrn,Rn − σ̄m
(
cm2αmrn,Rn + βmrn,Rn + γm

)
.

(32)

Similar to Section III-B, we initially assume that the trans-
mitters do not know the utility or the available strategies for
any other node. What Tn does know is the channel gains
from itself to all receivers. Thus, the best strategy for Tn is to
maximize its utility by choosing the following rate proposal
for Rn.

r∗
n,Rn

= arg max
rn,Rn ≥0

un|Rn

(
rn,Rn

)
, (33)

= 1

2
log

( |Rn|λn minm:Rm∈Rn hn,m

2σn ln 2

)
, (34)

which is obtained by differentiating the objective of (33)
with respect to rn,Rn and setting it to zero. This results in
a transmitter utility given as

un|Rn

(
r∗

n,Rn

)
= |Rn|λn

2
log

( |Rn|λn minm:Rm∈Rn hn,m

2eσn ln 2

)

+ σn

minm:Rm∈Rn hn,m
. (35)

Tn can again use (35) to characterize its preference relation
�n. One way to accomplish this would be to evaluate (35) for
all 2M − 1 nonempty subsets of R . Though this will not be
necessary as we shall explain in the sequel, let us continue with
this brute force approach for the moment. After identifying the
transmitter preferences, we can solve for the optimal matching
by using the results for the one-to-one case in Section III-B
as follows.

Consider an ad hoc network, much like the one described in
Section II, but with N transmitters and 2M −1 super-receivers.
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Fig. 2. An example of the utility matrix Un.

Each super-receiver corresponds to a distinct subset of the
receivers in the original model, except for the empty set. That
is, each super-receiver is a possible coalition of the receivers
in the original model. The transmitters are the same as in the
original network. We can run Algorithm 1 for this network
to find a stable matching that is optimal for the transmitters.
One thing to note is that when a transmitter proposes to a
super-receiver, every receiver in the coalition must accept the
proposal before the transmitter and the super-receiver can be
(temporarily) matched.

We can reduce the time complexity of this solution as fol-
lows. Each transmitter has at most 2M −1 options to try before
it is either matched or has given up. However, for some of
these options (or subsets of the receivers) the transmitter has
the same rate proposal and thus the same utility. In fact, the
transmitter can have at most M(M+1)

2 distinct proposals. In
order to clarify this, first suppose for each transmitter that
channel gains hn,m, m = 1, 2, . . . ,M are reordered so that
hn,1 ≥ hn,2 ≥ · · · ≥ hn,M . We can put all possible un|Rn(r

∗
n|Rn

)

values in an M-by-M matrix (Fig. 2). Each row corresponds
to a different hn,m, m = 1, 2, . . . ,M, being the lowest channel
gain for a given subset of receivers, i.e., the mth row cor-
responds to hn,m being the lowest channel gain in Rn. The
columns correspond to |Rn|. Matrix Un is lower triangular
since the mth row, which corresponds to transmitting at a rate
that the receiver with the mth highest channel gain can decode,
can have at most m utility values. This is because the transmit-
ter can multi-cast to at most m receivers at this rate (in fact,
the receivers with the highest m channel gains). This means
that the transmitter has at most M(M+1)

2 distinct proposals and
it does not have to try all 2M − 1 options.

For row m, we have that the lowest channel gain in Rn

is fixed at hn,m. The transmitter can be matched to at most
m receivers with channel gains hn,1 ≥ hn,2 ≥ · · · ≥ hn,m.
Suppose the transmitter is matched to m̃ < m receivers. We
can investigate what happens to the rate proposal and the trans-
mitter utility if the transmitter adds one more receiver to Rn

where we denote the new coalition by R̃n. We have that

r∗
n,R̃n

≥ r∗
n,Rn

(36)

since minm:Rm∈Rn hn,m in (34) is fixed and |R̃n| ≥ |Rn|. For the
transmitter utility, we have

un|R̃n

(
r∗

n,R̃n

)
≥ un|R̃n

(
r∗

n,Rn

)
≥ un|Rn

(
r∗

n,Rn

)
(37)

where the first inequality is due to the fact that r∗
n,R̃n

is optimal
for un|R̃n

and the second one is due to the fact that un|Rn is
increasing in |Rn|. Therefore, each row of Un in nondecreasing
in the column index.

For column m, |Rn| is fixed at m. As the row index increases
within this column, minm:Rm∈Rn hn,m decreases. We have that

r∗
n,R̃n

≤ r∗
n,Rn

(38)

since r∗
n,Rn

is increasing in minm:Rm∈Rn hn,m. For the transmitter
utility, we have that

un|R̃n

(
r∗

n,R̃n

)
≤ un|Rn

(
r∗

n,R̃n

)
≤ un|Rn

(
r∗

n,Rn

)
(39)

where the first inequality follows from the fact that un|Rn is
increasing in minm:Rm∈Rn hn,m and the second one follows from
the fact that r∗

n,Rn
is optimal for un|Rn . Therefore, each column

of Un in nonincreasing in the row index and each diagonal
element in Un is the maximum of its row and column.

Using these properties of Un, we can improve the solu-
tion further, i.e., we can have each transmitter start with the
diagonal elements of its utility matrix, next move on to the
subdiagonal and so on. In this approach, the transmitters go
through their available moves in the order of descending trans-
mitter utilities, just like they did in Section III-B, until they
have a match. Additionally, the modification on DAA that we
considered in Section III-B extends to the one-to-many case.
That is, we can improve the utilities by forbidding the trans-
mitters from making proposals which yield negative utilities
for them, i.e., the negative elements of matrix Un, if any. This
modification purges only the matches which would lower the
sum utility of the network while leaving the matches with non-
negative utilities intact. We give in Algorithm 3 the optimal
solution to the one-to-many matching game described above.

Remark 4: Although we do not consider a quota for the
one-to-many matchings, when the number of transmitters or
receivers is large, it may be useful to introduce quotas for
feasibility of implementation. The approach remains identical
in this case: For a quota of q, the matrix in Fig. 2 will have q ≤
M columns and each transmitter will have at most M(M+1)

2 −
(M−q)(M−q+1)

2 ≤ M(M+1)
2 distinct proposals.

We next extend the matching game in Section III-C to the
one-to-many case and consider energy cooperation as a way
for the transmitters to make more desirable proposals.

C. A One-to-Many Matching Game With Energy Cooperation

Consider the setup in Section IV-B with the addition of
the transmitters’ knowledge of the receivers’ utility functions.
The transmitters are now able to offer energy cooperation in
their proposals to incentivize their target receiver group into
accepting their proposals. We incorporate energy cooperation
into the one-to-many multi-cast scheme of Section IV-B as
follows. Let pn,Rn be Tn’s energy offer to the receivers in Rn.
The transmitter utility is given as

un|Rn

(
rn,Rn , pn,Rn

) = |Rn|λnrn,Rn − σn

minm:Rm∈Rn hn,m

×
(

22rn,Rn − 1
)

− σnpn,Rn (40)
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Algorithm 3 Optimal Solution of the One-to-Many Matching
Game

// The transmitters compute matrix Un.
1: for n = 1, 2, . . . ,N do
2: for m1 = 1, 2, . . . ,M do
3: for m2 = 1, 2, . . . ,m1 do
4: Find un|Rn(r

∗
n,Rn

) such that minm:Rm∈Rn hn,m =
hn,m1 and |Rn| = m2 using (35).

5: end for
6: end for
7: Generate �n such that R 1

n �n R 2
n if un|R 1

n
(r∗

n,R 1
n
) ≥

un|R 2
n
(r∗

n,R 2
n
).

8: end for
// The Modified Low-Complexity DAA for the one-to-many
case.

9: Initialize μ(K) = K, ∀K ∈ T ∪ R .
10: Remove all negative entries of Un, i.e., Un := max{Un, 0}

element-wise, ∀n.
11: while ∃n ∈ N : μ(Tn) = Tn and Un 
= 0 do
12: for n = 1, 2, . . . ,N do
13: if μ(Tn) = Tn and Un 
= 0 then
14: Tn finds the maximum element in Un and proposes

(34).
15: Tn replaces the maximum element in Un with 0.
16: end if
17: end for
18: Initialize an = 0,∀n ∈ N.
19: for m = 1, 2, . . . ,M do
20: if Tm 
= ∅ then
21: Rm finds its favorite Tn ∈ Tm ∪ {μ(Rm)}.
22: if ūm|n(r∗

n,Rn
) ≥ 0 then

23: Update an = 1.
24: else
25: Update an = 0.
26: end if
27: end if
28: end for
29: for n = 1, 2, . . . ,N do
30: if an = 1 then
31: Update μ(Tn) = Rn.
32: for m : Rm ∈ Rn do
33: Set T ′

m = μ(Rm).
34: Update μ(T ′

m) = T ′
m and μ(Rm) = Tn.

35: end for
36: end if
37: end for
38: end while

and the receiver utility for all m ∈ Rn is given as

ūm|n
(
rn,Rn , pn,Rn

) = λ̄mrn,Rn − σ̄m
(
cm2αmrn,Rn + βmrn,Rn

+ γm − pn,Rn hn,mηm
)
. (41)

Note that the transmitter determines a single power value to
send energy at to each receiver in Rn; it does not specify
different powers. The energy that the receivers can harvest
from the energy signal that the transmitter transmits depends

on their channel gains and harvesting efficiencies, and thus
may be different.

We model the competition between the transmitters as a
Vickrey auction similar to Section III-C. The transmitters will
now bid to sets of receivers, or super-receivers, by setting
their own transmitter utilities to zero. Suppose Tn’s favorite
set of receivers is Rn. Note that Tn can generate matrix Un

to find its preference relation over all subsets of the receivers
and determine Rn. In order for Tn to obtain this maximum
utility, all of the receivers in Rn must agree to be matched with
Tn. For this reason, Tn’s proposal should be desirable to all
receivers in Rn and its energy offer should be high enough to
provide a competitive utility for all receivers in Rn. Therefore,
Tn calculates its energy offer in a way to achieve max-min
fairness between the receivers in Rn, i.e.,

(
r∗

n,Rn
, p∗

n,Rn

)
= arg max
(rn,Rn ,pn,Rn)≥0

min
m:Rm∈Rn

ūm|n
(
rn,Rn , pn,Rn

)
,

(42a)

s.t. un|Rn

(
rn,Rn, pn,Rn

) ≥ 0.

(42b)

Given rn,Rn , ūm|n(rn,Rn, pn,Rn) is increasing in pn,Rn for all
m such that Rm ∈ Rn, and un|Rn(rn,Rn , pn,Rn) is decreasing in
pn,Rn . Thus, Tn will offer a pn,Rn that is as high as possible
while Tn’s own utility is nonnegative, which we find by solving
un|Rn(rn,Rn, pn,Rn) = 0 as

p∗
n,Rn

(
rn,Rn

)= |Rn|λnrn,Rn

σn
− 1

minm:Rm∈Rn hn,m

(
22rn,Rn −1

)

(43)

which satisfies constraint (42b) for all rn,Rn . Problem (42) can
be simplified as

r∗
n,Rn

= arg max
rn,Rn ≥0

min
m:Rm∈Rn

ūm|n
(

rn,Rn , p∗
n,Rn

(
rn,Rn

))
(44)

which is a convex problem that we solve numerically to find
the optimal proposal for Tn.

After all rate and energy offers are calculated and proposed,
each receiver finds the best proposal and the runner-up, i.e.,
the two proposals that yield the two largest utilities for the
receiver. The receiver accepts the best proposal and similar
to Section III-C, the transmitter with the best proposal has to
provide the second largest receiver utility. At this point, each
transmitter knows what it needs to provide for each receiver
that it is matched to, and can lower its energy offer p∗

n,Rn
so

long as all of its matches receive the promised utility.
We can now solve this game by using Algorithm 2 with a

minor modification where the transmitters use (43) and (44)
instead of (34) to compute their bids.

V. NUMERICAL RESULTS

In this section, we present numerical results for the games
in Sections III and IV. We consider a simulation setup of N
transmitters and M receivers uniformly placed on a 100 m
× 100 m square with a 1 MHz band for each orthogonal
link, carrier frequency 900 MHz, noise density 10−19 W/Hz,
and Rayleigh fading. Consequently, the mean fading level
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Fig. 3. Average rate per matched transmitter versus N and M for the one-
to-one game in Section III-B.

Fig. 4. Average rate per matched transmitter versus N and M for the one-
to-one game in Section III-C.

between two nodes which are d m apart is computed as
−40 dB/d2 [39], [40]. For processing costs, we assume cm =
5 mW, αm = 2 (bps)−1, βm = 5 mW/bps, and γm = 50 mW
for all receivers [29], [30], [41]. In addition, σn and σ̄m are
uniform in [0, 0.1] bps/W, ηm is uniform in [0, 1], λn = 1,
and λ̄m = 1 for all nodes. We average our findings over 105

realizations of this setup.
Fig. 3 shows the sum rate of the network resulting from our

solution for the game in Section III-B divided by the number
of matched transmitters. As can be seen from the figure, our
modified DAA algorithm results in an improvement in the
average rate of the network as compared to DAA since our
solution does not allow any transmitter-receiver pairs to be
matched with each other unless said matching results in non-
negative utilities for both nodes. As we add more transmitters
to the network, the receivers are presented with a larger selec-
tion of proposals to choose from. Likewise, the addition of
more receivers into the network may result in a new favorite

Fig. 5. Average rate per matched transmitter versus N and M for the one-
to-many game in Section IV-B.

Fig. 6. Average rate per matched transmitter versus N and M for the one-
to-many game in Section IV-C.

receiver for each transmitter, improving their best option. In
other words, larger N and M yields more options for both sides
and better matches. As a result, the average rate is increasing
in the number of transmitters and the number of receivers in
the network.

We repeat this setup for the game in Section III-C with
energy cooperation and present our findings in Fig. 4. We
observe similar phenomena for this case and note the larger
average rate values as compared to Fig. 3. This additional
improvement is due to the competition between the transmit-
ters which results from the Vickrey auction we employ for this
case. The transmitters are more inclined to compromise their
own utilities so that they can propose better offers to their
favorite receivers, which yields an overall improvement in the
resulting rates.

Figs. 5 and 6 show the average rate per matched transmit-
ter for the one-to-many game without energy cooperation in



VARAN AND YENER: MATCHING GAMES FOR AD HOC NETWORKS WITH WIRELESS ENERGY TRANSFER 513

Fig. 7. The normalized number of proposals before an optimal matching is
found versus N for the one-to-one game in Section III-B.

Section IV-B and the one-to-many game with energy coop-
eration in Section IV-C. We observe that the improvement
introduced by our modification on the DAA extends to the
one-to-many case. We also observe larger rates. One reason
for this is that the transmitters with good channels to several
receivers are no longer limited to sending their data to just one
receiver. Likewise, some receivers may find it more desirable
to join a receiver coalition than accept a one-to-one proposal
which was the only option they had in Section III. Further, the
transmitters are even more inclined to forgo their own utili-
ties in the one-to-many game in Section IV-C since they must
satisfy all receivers in their favorite receiver subset.

Figs. 7 and 8 show the average number of proposals
that must be presented and considered before our solu-
tion converges to an optimal matching for the games in
Sections III-B and III-C, respectively. Here, we normalize the
number of proposals by NM which is the maximum number
of proposals and thus corresponds to the worst case scenario.
As can be seen, our solution requires a smaller number of
proposals as compared to DAA since in our solution, the trans-
mitters automatically eliminate receivers which yield negative
utilities whereas they may propose to such receivers in DAA.
We observe that both our solution and DAA are efficient in
the sense that the addition of more receivers into the system
results in a lower number of proposals per receiver required for
convergence. Lastly, we observe that the game in Section III-C
with energy cooperation requires a smaller number of propos-
als on average than the one in Section III-B without energy
cooperation. This is due to the fact that with energy coopera-
tion, the transmitters can propose better offers to their favorite
receivers. Hence, they are more likely to be matched to their
favorite receivers and do not need to propose to their second
favorite receivers and so on, which results in a lower number
of proposals required to converge to a stable matching.

Lastly, Fig. 9 shows the average number of propos-
als required for convergence for the one-to-many game in
Section IV-C. This time, the maximum number of proposals

Fig. 8. The normalized number of proposals before an optimal matching is
found versus N for the one-to-one game in Section III-C.

Fig. 9. The normalized number of proposals before an optimal matching is
found versus N for the one-to-many game in Section IV-C.

for the worst case scenario is N(2M − 1) which we use to
normalize the proposal counts in Fig. 9. The exponential-to-
polynomial reduction in the number of proposals that we have
shown in Section IV is observed numerically. We finally note
that the improvement is magnified further as M is increased.

VI. CONCLUSION

In this paper, we have considered a wireless ad hoc network
composed of N transmitters and M receivers. We have stud-
ied a communication scenario where the transmitters collect
data which they can deliver to the receivers. We have taken
into account the energy consumption of the entire network by
modeling the transmission and decoding costs at the trans-
mitters and receivers appropriately, bearing in mind the fact
that energy is often not free which may influence the nodes’
decisions regarding their operation. We have first formulated
a one-to-one matching game between the transmitters and the
receivers, and provided analytical expressions for each node’s
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optimal decision with respect to its individual utility. We have
next introduced another medium of competition by employing
a Vickrey auction among the transmitters. We have shown that
the transmitters can offer energy cooperation to the receivers
to obtain better matches. We have observed that energy coop-
eration lets the transmitters provide additional incentive to the
receivers and results in larger rates for the network. We have
next introduced one-to-many matchings to the network and
shown that we can lower the complexity of the DAA by elim-
inating some possible proposals at the transmitter which do not
affect the outcome of the algorithm. We have lastly extended
energy cooperation to the one-to-many matching case and seen
that the transmitters must be able to convince each receiver in
their favorite receiver set in a max-min fair fashion.

The insights gained from this study are that we can match
transmitters and receivers to increase the network through-
put with judicious energy usage despite their selfish nature.
Moreover energy transfer can further incentivize selfish nodes
towards network formation and improve the overall network
performance. Future directions include many-to-many games
where transmitters and receivers can form coalitions, and bidi-
rectional energy transfer where receivers can transfer energy
to transmitters.
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