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Abstract—Semantic approaches are increasingly applied to large-scale computing tasks. Nodes in such systems will need to exchange large volumes of declarative information, including ontologies and logical theories. In this paper, we describe our initial work on a system for compressed two-way communication of simplified logical inferences. This new system simplifies protocols for semantic data compression from our prior work, reducing seemingly different operations to hypergraph partitioning. We also present a new protocol that achieves significant speedup, at the cost of reduced compression.

I. INTRODUCTION

Semantic approaches are increasingly applied to large-scale computing tasks, including web services [1], the internet of things [2], distributed databases [3], and data integration [4]. Nodes in such systems will need to exchange large volumes of declarative information of increasing expressiveness. While current computing relies on XML and other exchange languages, future systems may well exchange logical theories, ontologies, inferences, and other semantic content. This increasing prevalence of semantic data and communications creates a need for novel compression techniques (analogous to existing data and packet compression methods) that exploit underlying semantic structure (i.e. meaning).

Prior work by some of us [5] applied information- and graph-theoretic techniques to create communication protocols for compressed two-way communication of simplified logical inferences. This theoretical work also proved worst case upper bounds for the number of bits required to communicate semantic conclusions using the protocols.

The present paper describes four research accomplishments. First, we simplify the compression methods of the original protocols, reducing these to hypergraph partitioning operations. Second, we implement the revised protocols and evaluate their runtime and compressive performance (our original paper achieved purely proof-theoretic results). Third, we formulate and implement a new protocol that has greatly improved runtime efficiency. Finally, we analyze the QoI responsiveness of our compression techniques, which balance competing concerns of information quality and available resources.

II. THE SCENARIO: SEMANTIC COMMUNICATION OF CONCLUSIONS

The present paper retains the basic communication scenario of [5], as follows. Consider a network with two communicating agents A and B, who have shared knowledge of a semantic “theory” (set of statement) with a bipartite graph structure consisting of fact pairs linked to inferences, as depicted in Figure 1. While our statements are similar to propositional logic statements in form ($x \land y \rightarrow c$, meaning “if $x$ and $y$ are true, then so is $c$”), our theories do not implement most of the semantics of propositional logic, such as inferring contrapositives (as in “if $c$ is false, then one of $x$ or $y$ must also be false”).

More formally, the model contains two sets of facts, $X = \{x_1, \ldots, x_{|X|}\}$ and $Y = \{y_1, \ldots, y_{|Y|}\}$, and one set of inferences or conclusions $C = \{c_1, \ldots, c_{|C|}\}$. For our simplified model, we will assume that $X$, $Y$, and $C$ are all disjoint. Each conclusion $c_k$ is implied by exactly one pair of fact antecedents $x_i$ and $y_j$ drawn from $X$ and $Y$, respectively; we represent the inference relationship as $x_i \land y_j \rightarrow c_k$.

Our communication scenario is a semantic version of the classical information theory problem of communication with side information. We assume that the agents have shared knowledge of the structure of the theory graph. One conclusion $\hat{c} \in C$ with associated antecedents $\hat{x} \in X$ and $\hat{y} \in Y$ is chosen non-deterministically; agent A knows that $\hat{x}$ is true, while agent B knows that $\hat{y}$ is true. Each agent wants to learn $\hat{c}$ and (equivalently) the other agent’s antecedent. To achieve this shared understanding, the agents exchange communicated bit strings using a pre-arranged coding scheme that, ideally, minimizes the total bits sent.

Communication proceeds in rounds: in each round $k$, the

---

Figure 1: Network model with 2 users and 10 facts for each user. Each line between facts is a conclusion; for greater visual clarity, these are unlabeled.
first agent communicates its bit string, \( \phi_k^X \), which the second agent may consider before replying with its bit string, \( \phi_k^Y \). A naive solution to this problem would involve a simple one-round exchange of binary codes representing the indices of the two antecedents, resulting in bit string lengths \( |\phi_k^X| = \lceil \log(|X|) \rceil \) and \( |\phi_k^Y| = \lceil \log(|Y|) \rceil \), respectively. Our system uses a more subtle encoding scheme to achieve substantially smaller bit string lengths.

III. ADDITIONAL DEFINITIONS: HYPERGRAPHS, PARTITIONS AND COLORINGS

We first offer additional necessary concepts and definitions, some borrowed from [5]. Given bipartite graph \( G = (X, Y, C) \), we define the ambiguity set \( A^X_i \) as the set of all possible facts from the second person that lead to a conclusion with \( x_i \):

\[
A^X_i = \{ y_j : x_i \land y_j \rightarrow c_k, \ y_j \in Y, \ c_k \in C \} \tag{1}
\]

Similarly, define the ambiguity set \( A^Y_j \) for every fact \( y_j \) as:

\[
A^Y_j = \{ x_i : x_i \land y_j \rightarrow c_k, \ x_i \in X, \ c_k \in C \} \tag{2}
\]

We can group all the ambiguity sets \( A^X \) into an ambiguity collection \( A^X \). \( A^Y \) is formed analogously.

Given bipartite graph \( G = (X, Y, C) \), let \( H^Y_G = (V, E) \) be the hypergraph having a vertex set \( V = X \) and an edge set \( E \) that is precisely the ambiguity collection \( A^Y \). In other words, each \( y \in Y \) defines a hyperedge \( e \in E \) such that \( e = \{ x : x \land y \rightarrow c, \ x \in X, \ c \in C \} \). We define \( H^Y_G \) analogously.

A hypergraph partitioning is a division of the hypergraph’s vertex set into disjoint subsets. Formally, given hypergraph \( H^X_G = (X, A^X) \), we define a hypergraph partitioning \( P^X_G = \{ X_1, X_2, \ldots, X_n \} \) of \( X \) and call each \( X_i \) a partition. We define a partitioning \( P^Y_G \) analogously. Sample partitionings \( P^X_G \) and \( P^Y_G \) are shown in Figure 2.

Typically, we will not compute a hypergraph partitioning arbitrarily, but will instead choose a partition that has special properties useful for compressed communication. Consider a partitioning \( P^Y_G = \{ X_1, X_2, \ldots, X_n \} \) of \( X \) having the property \( |X_k \cap c| \leq o \), for all \( 1 \leq k \leq n \) and \( e \in A^Y \). We say that this partitioning has a maximum overlap between any partition and any hyperedge of \( o \). If the maximum overlap \( o = 1 \), we say that the partitioning \( P^X_G \) is a coloring of \( H^X_G \), and we may refer to a given partition \( X_k \) as a color, because the partitions can be thought of as a mathematical coloring in which any two members of a given \( A^X \) must have different colors.

IV. SEMANTIC CODING VIA HYPERGRAPH PARTITIONING

In this section, we describe compressed communication techniques that rely on hypergraph partitioning. In general, our protocol uses hypergraph partitioning upon \( H^X_G \) to divide \( X \) into a small number of disjoint subsets. Then, instead

\footnote{Throughout the paper, we assume that agents can encode which member of some \( n \)-ary set is present using a bit string of length \( \log(n) \). Ideal, to avoid ambiguity, a communication system would actually use a prefix coding system such as Huffman coding. Here we opted for simplicity of both explanation and implementation.} of communicating which fact \( x \in X \) it possesses, an agent communicates which partition \( x \) is in. Each agent can then combine the knowledge of its own fact and the received partition to make further inferences, narrowing down the possibilities for the other agent’s fact. After a finite number of rounds of this kind of communication, each agent is able to infer the other’s fact.

A. Candidate Reduction Using Hypergraph Partitioning

We already assume that both sides share knowledge of the bipartite graph \( G \); they therefore can both derive the hypergraph \( H^X_G = (X, A^X) \). Now, consider a partitioning \( P^X_G = \{ X_1, X_2, \ldots, X_n \} \) of \( X \) having maximum overlap of \( o \). Suppose both sides use the same (pre-arranged) partitioning algorithm to independently obtain \( P^X_G \). Now suppose A communicates to B that its fact is in partition \( X_k \), using \( \log(n) \) bits. At this point, B, who knows its fact, \( y_i \), has index \( j \), can infer that \( A \)'s fact \( x \) is one of the \( o \) facts in \( X_k \cap A^Y_j \). In the case that we computed the partition set so that \( o = 1 \), B
can infer A’s fact exactly. Even if \( o > 1 \), the partition step and associated communication has enabled B to significantly reduce the number of possibilities for A’s fact.

B. Restricted Graphs

If a partition has maximum overlap \( o > 1 \), it can still be used to simplify the graph, as follows. Suppose the agents each compute partitionings \( P^X_G \) and \( P^Y_G \), again using a rearranged partitioning algorithm. The agents then exchange the respective partitions that each’s fact resides in; let these partition indices be \( i \) and \( j \), respectively. Now each agent knows that \( \hat{x} \) and \( \hat{y} \) are restricted to the facts in the two partitions \( X_i \) and \( Y_j \), respectively. The agents can then independently construct a new graph which restricts the vertices to those found in the partitions. Formally, the agents each construct the restricted graph \( G' = (X', Y', C') \), where \( X' = \{ x \in X_i \} \) and \( Y' = \{ y \in Y_j \} \) and \( C' = \{ c \in C : x \in X' \text{ and } y \in Y' \text{ and } x \land y \rightarrow c \} \). We expect that the restricted graph \( G' \) will be significantly smaller than the original graph, so it will be easier to partition and also not require as many bits to encode. The agents can therefore continue their communications over further rounds, this time using the restricted graph for greater efficiency.

C. Meta-graphs

A different formalism that supports successive rounds of partitioning plus communication is a meta-graph. Given a graph \( G \), partitionings \( X \) and \( Y \) (i.e., partition each with maximum overlap \( o = 1 \)). For each partitioning problem, we use the equation from Lemma 1, but with \( o \) fixed at 1, to determine \( n \), the number of partitions required. In other words, if \( H \)’s largest hyperedge has size \( d \), we search for a partitioning \( P^Y_H \) having \( \lceil d/2 \epsilon \rceil \) partitions. In this and other uses of Lemma 1, we use \( \epsilon = .2 \) and \( c(\epsilon) = 1.2 \).

3) (Communication Round 1) A and B exchange codes indicating the index of the partitions that their respective facts are in. This requires no more than \( \log(m) + \log(n) \) bits, where \( m \) and \( n \) are the number of partitions used to partition \( H \), respectively. We expect that \( m \) and \( n \) will be much smaller than \( |x| \) and \( |y| \). Agent A can use its \( x \) fact and its knowledge of B’s partition to infer \( \hat{y} \). Agent B reasons analogously.

B. Protocol 2

In Protocol 1, the number of colors could still be very large if the graphs are complex. Protocol 2 attempts to achieve additional compression by creating a meta-graph from the
colors and partitioning it. The agents then exchange the codes for this second partition. A restricted graph technique is used to complete the inference chain, allowing each player to infer the other’s color. Our theoretical paper proved ([5], Theorem 3) improved upper-bound code lengths over Protocol 1.

1) From the initial bipartite graph \( G_1 \), construct hypergraphs \( H^X_{G_1} \) and \( H^Y_{G_1} \),
2) (Coloring) Using the hypergraphs, compute partitionings \( P^X_{G_1} \) and \( P^Y_{G_1} \), with maximum overlap \( o = 1 \).
3) Construct a meta-graph \( G_2 \) from the partitions \( P^X_{G_1} \) and \( P^Y_{G_1} \).
4) From \( G_2 \), construct hypergraphs \( H^X_{G_2} \) and \( H^Y_{G_2} \). Partition \( H^X_{G_2} \) and \( H^Y_{G_2} \), with \( o \) and \( n \) from Lemma 1.
5) (Communication Round 1) A and B exchange codes indicating the index of the partitions from \( P^X_{G_2} \) and \( P^Y_{G_2} \), respectively, that their respective colors are in. These codes use \( \log(m) \) and \( \log(n) \) bits, respectively. Now each side knows the other’s meta-graph partition, allowing each side to construct an identical restricted graph in the next step.
6) Construct a restricted graph \( G_3 \) from the two partitions \( X_i \) and \( Y_j \).
7) From \( G_3 \), construct hypergraphs \( H^X_{G_3} \) and \( H^Y_{G_3} \).
8) Partition \( H^X_{G_3} \) and \( H^Y_{G_3} \), with \( o = 1 \), \( n \) from Lemma 1.
9) (Communication Round 2) A and B exchange partition codes from \( G_3 \). Knowing its own partition from \( G_1 \), and the other’s partition from \( G_3 \), each side can infer the other’s partition from \( G_1 \).
10) Using its fact and the other’s partition from \( G_1 \), each side can infer the other’s fact.

C. Protocol 3

We developed this protocol (inspired by a proof from [6]) because our testing indicated that finding a partition with a small maximum overlap \( o \) requires significantly more runtime than finding a partition with larger \( o \). Protocols 1 and 2, which both begin with a hypergraph coloring (i.e. \( o = 1 \)) are therefore very costly.

Protocol 3 pursues a more gradual approach, repeatedly constructing restricted graphs in response to user code exchanges. Each iteration prunes away some portion of the graph, until only \( \hat{x} \) and \( \hat{y} \) are left. Importantly, this protocol can be parameterized to engage in more or less aggressive partitioning by setting \( o \). Setting \( o \) to higher values leads to less aggressive partitioning over a greater number of rounds. Because each round prunes away part of the graph, this strategy can often prune away complex subgraph components before they are ever partitioned with much rigor (i.e. using lower \( o \)). We found that \( o \) could be usefully varied between a low of \( o_{\text{Lemma1}} \), the maximum overlap recommended by Lemma 1, and a high of \( o_{\text{Ax}} \), the size of the largest hyperedge in \( H^X \). We explored a range of values of a factor \( \phi \), where \( o = o_{\text{Lemma1}} + \phi(o_{\text{Ax}} - o_{\text{Lemma1}}) \). We set the number of partitions using \( o \) and Lemma 1.

1) Let \( G_1 \) be the initial bipartite graph. While \( G_1 \) contains more than one \( x \) and \( y \) fact, iterate steps 2-5. After the last iteration, \( G_1 \) will contain only the two facts \( \hat{x} \) and \( \hat{y} \).
2) Construct hypergraphs \( H^X_{G_1} \) and \( H^Y_{G_1} \).
3) Using the hypergraphs, compute partitionings \( P^X_{G_1} \) and \( P^Y_{G_1} \), with maximum overlap \( o \).
4) (Communication Round) A and B exchange partition codes from \( P^X_{G_1} \) and \( P^Y_{G_1} \), respectively, using \( \log(m) \) and \( \log(n) \) bits, respectively. Now each side knows the other’s partition (\( X_i \) and \( Y_j \), respectively), allowing each side to construct an identical restricted graph in the next step.
5) Construct a restricted graph \( G_2 \) from the two partitions \( X_i \) and \( Y_j \). Set \( G_1 := G_2 \).

VI. IMPLEMENTATION

This section discusses our implementation of the three protocols and associated graph operations discussed above. Our implementation uses the Python programming language and associated packages. To build and manipulate graphs and hypergraphs, we use the pygraph package. While space prevents a detailed code presentation, we describe key functions used in the protocols briefly in Table I.

A. Partitioning Using Mixed Integer Programming

To find hypergraph partitionings, we expressed the partitioning problem as a Mixed Integer Programming (MIP) problem and solved them using the Python pulp-or package [7], which serves as a wrapper for numerous Operations Research packages implemented in other languages. We set pulp-or to call the cbc mixed integer programming solver, which supports a timeout function useful for our testing.

Mixed Integer Programming expresses optimization problems as sets of linear mathematical formulas. Some of these formulas are constraints upon valid variable solutions, while others are objective functions that are maximized or minimized to find the most desired solutions. For increased speed, our MIP for finding a partition does not include an objective function. Our MIP determines 0 / 1 values for variables \( a_{vp} \) defined for each vertex \( v \in V \) and partition \( p \in P \); when \( a_{vp} = 1 \), \( v \) is held to be a member of \( p \).

**Mixed Integer Program 1.** partitioning(\( H^X_{G} \), \( o,n \)): Given hypergraph \( H^X_{G} = (V,E) \), to discover a partitioning \( P^X_{G} = \{X_1,X_2,\ldots,X_n\} \) of \( X \) having maximum overlap \( o \),

\[
\begin{align*}
\text{find } a_{vp}, & \quad v \in V, p \in P^X, \text{ each } a_{vp} = 0 \text{ or } 1 \\
\text{subject to } & \sum_{v \in e} a_{vp} \leq o, \quad p \in P^X, e \in E \quad \text{(constraint 1)} \\
& \sum_{p \in P^X} a_{vp} = 1, \quad v \in V \quad \text{(constraint 2)}
\end{align*}
\]
The above MIP assumes a pre-determined number of partitions \( n \); we always use Lemma 1 to determine this number. The MIP also assumes a maximum overlap \( o \); we always either fix \( o \) at 1 for coloring or compute it using Lemma 1 or \( \phi \).

### VII. Evaluation

We ran tests upon all three protocols that measured their compressive power as well as the runtime required to achieve that compression.

#### A. Test Methodology

Our tests perform runs of protocols over random graphs generated using input numbers for \( |X|, |Y| \) and \( |C| \). All our tests use \( |X| = |Y| \). The random graphs are constructed by choosing pairs of \( x \in X, y \in Y \) randomly and adding a conclusion \( \langle x, y \rangle \) to the graph; duplicate conclusions are discarded and another conclusion generated to replace the duplicate.

We first investigated the scalability and compression of each protocol when \( |X|, |Y| \) and \( |C| \) all increase at the same rate. Next, we investigated scalability and compression holding \( |X| \) and \( |Y| \) constant and increasing \( |C| \). For each tested combination of \( |X| \) and \( |Y| \) and \( |C| \), we generate five random graphs; for each of these, we perform five runs of the full protocol, each time choosing \( c \) randomly. We validate each run by testing at the conclusion of the protocol that the agent’s inferred fact actually matches the other agent’s fact.

#### B. Results

Our test results, in Table II, show that for relatively large graph sizes, it is indeed possible to find a partition meeting the constraints of Lemma 1. However, the complexity of hypergraph partitioning is NP-hard [8], so we expect to see the time necessary to find partitions would be exponential in the number of hypergraph vertices and size of hypergraph edges. Our results reflect this exponential relationship.

Our tests show that all three protocols provide significant compression of the exchanged bits required to communicate a conclusion. Interestingly, our results from [5] proving the theoretical compressive superiority of Protocol 2 over Protocol 1 are not reflected in our tests. These empirical results do not actually conflict with our theoretical findings, but instead represent cases in which associated constants dominate the bit length equations. As graph and conclusion sizes increase further, we would expect to see the theoretical superiority of Protocol 2 assert itself. Unfortunately, because the partitioning operation is so expensive, we are unable to run tests of the size required to demonstrate this.

We also tested Protocol 3, which tries to break up the necessary partitioning needed to achieve compression into multiple, less computationally intensive partitioning steps. Our tests show that Protocol 3 is indeed far more scalable than either Protocols 1 or 2, requiring orders of magnitude less runtime to achieve nearly the same compression.

#### C. Results - QoI responsiveness

Interactive compression rates are directly related to Quality of Information (QoI) characteristics of semantic communications. Although achieving higher compression rates is desirable for delivering the same level of semantics, they come at the cost of higher runtime, and hence less QoI responsiveness. We attempted to establish a controlled relationship between the runtime devoted to the task and the resulting compression. This is difficult to achieve, because these protocols operate under stringent requirements. Aggressive partitioning in a small number of rounds can achieve significant compression, but also cause exponential runtime blowup. On the other hand, more relaxed partitioning (in which the maximum overlap \( o \) is high) can achieve little to no compression. Because each round of partitioning plus code exchange typically involves an exchange of 2-4 bits, multi-round schemes (like Protocol 3) have only a few rounds to prune the graph. Finally, often the transitions between over-relaxed and over-aggressive are abrupt.

We did achieve a measure of control by increasing the number of rounds and maximum overlap \( o \) used by the protocols. The columns of Table II show a general left-to-right
TABLE II: Test results for Protocols 1-3. All time results are in seconds. The timeout value signifies runtime > 2000 seconds. The Naive Protocol simply encodes the exchanged facts using $|\log(|X|)| + |\log(|Y|)|$ bits. The Protocol 3 base run allows only one restricted graph iteration, after which the restricted graph is colored. The other runs of Protocol 3 iterate until they naturally achieve a coloring.

decrease in runtime coupled with a decrease in compression (i.e. the bits exchanged increase). This control is still irregular, reflecting our limited understanding of the forces driving partitioning complexity. In future work, we hope to leverage more sophisticated partitioning algorithms that allow finer, more accurate control over runtime.

VIII. CONCLUSIONS

This paper implemented and tested theoretical semantic compression protocols from a prior paper [5]. In addition, it reformulated a variety of operations from that paper as variations of repeated hypergraph partitioning. Finally, it offered a novel protocol that achieves close to the same compression as the earlier protocols in orders of magnitude less runtime. Another prior paper by one of us [9] explored theoretical approaches to the compression of propositional logic communication. However, we are not aware of any prior work implementing the semantic compression of communications in the presence of shared knowledge.

We plan future work along several dimensions. In addition to pursuing increased control over runtime (mentioned earlier), we also will pursue improved scalability. Our current MIP implementation of partitioning is not particularly scalable, handling hypergraphs of thousands of edges with difficulty. We will adapt more mature implementations of hypergraph partitioning, such as [10], known to find partitions over graphs as large as millions of edges. We also plan to investigate alternative greedy methods for hypergraph coloring and methods that produce balanced-size partitions.

Also, our current model of inferential conclusions is limited: it does not reflect the true complexity of even propositional logic, in which conclusions can themselves be antecedents. In future work, we plan to extend our current methods and protocols to operate over propositional logic itself. One anticipated challenge of this extension is the requirement that agents communicate not just one fact, but possibly several, in order to enable a propositional inference. Another potential extension of our protocol would be to communicate rules in
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