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Abstract—We study combination networks where a layer of
relay nodes connects a server to a set of end users with cache
memories via unicast links. Unlike previous models on cache-
aided combination networks where all users are connected to the
same number of relay nodes, in this work, we consider two classes
of end users, where users from the same class are connected
to the same number of relay nodes. Using maximum distance
separable (MDS) codes, we provide a coded caching scheme by
jointly optimizing the cache placement and the delivery phase
in order to minimize the delivery load over the two hops. The
scheme is performed over two stages. In the first stage, we serve
users from both classes, then during the second stage, we serve
users from the class connected to a smaller number of relays.
We extend the proposed scheme to networks with more than two
classes of end users.

I. INTRODUCTION

Caching [1], [2] is a promising solution to reduce network

congestion during peak traffic hours. Coded caching [2] not

only utilizes the users’ cache memories in shifting some of the

network traffic to off-peak hours, but also creates multicast

opportunities that reduce the delivery load on the server.

Following the pioneering work of reference [2] where the

performance gain from coded caching is shown for a server

connected to a set of end users via a multicast link, references

[3]–[7] have studied cache-aided communication in two-hop

networks, where a layer of relays connects the server to its end

users. In particular, reference [4] has investigated a single-

server symmetric layered network, known as a combination

network, where the end users are equipped with cache me-

mories. In such networks, the server is connected to a set of

h relay nodes, which communicate to
(

h
r

)

users, such that

each user is connected to a distinct set of r relay nodes. In

references, [5], [6], we have boosted the storage capabilities

of the combination networks by adding cache memories at

the relay nodes. We have proposed a coded caching scheme

that decomposes the combination network into h virtual sub-

networks such that the delivery load per relay node is optimal

with respect to the cut-set bound.

Recently, caching models which capture the heterogeneity in

content delivery networks has been considered. For example,

references [8], [9] have considered designing the cache sizes

of the end users, as well as the caching schemes, subject to a

total memory budget constraint where each of the end users

is connected to the server via a rate-limited-link with finite-

capacity that differs from a user to another. Reference [10]

has considered such a setup when the end users are connected

to the server via a noisy broadcast channel. In this work,

we consider heterogeneity in the connectivity of combination

networks by considering different classes of end users, each of

which is connected to a different number of relay nodes. More

specifically, we start by considering two classes of end users

such that each user from class 1 is connected to r1 relay nodes

while each user from class 2 is connected to r2 relay nodes,

r1 > r2. We develop a centralized coded caching scheme

that utilizes maximum distance separable (MDS) codes and

jointly optimizes the cache placement and delivery phases. In

particular, we encode each file using an (h+r1−r2, r1) MDS

code, and the caching scheme is performed over two stages.

In the first stage, each relay node acts as a virtual server with

a library formed by one of the first h encoded symbols of each

file. From the contents of its cache memory and the received

signal from each of its connected relay nodes, each end user

can reconstruct one encoded symbol of its requested file. Thus,

by the end of the first stage, each user from class 1 can decode

its requested file from r1 of its encoded symbols, while the

users from class 2 have received r2 encoded symbols from

their requested files. During the second stage, we consider

serving the users from class 2 only by providing the missing

r1 − r2 encoded symbols that are needed to reconstruct their

requested files.

We discuss the extensions of the proposed scheme for more

than two classes of end users.

Notation: ⊕ refers to bitwise XOR operation, |W | denotes

size of W , and [K] , {1, . . . ,K}.

II. SYSTEM MODEL

A. Network Connectivity

We consider a two-hop network, where the server, S, is

connected to K end users via a set of h relay nodes. The

end users are classified into two groups. Specifically, K1 users

belong to class 1; each of these users is connected to a distinct

set of r1 relay nodes, i.e., K1 =
(

h
r1

)

. The remaining K2

users, K = K1 +K2, belong to class 2 and each of them is

connected to a distinct set of r2 relay nodes, i.e., K2 =
(

h
r2

)

.
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 User from Class 1

 User from Class 2

Fig. 1: An asymmetric combination network with two classes of end users where K=10, h=4, r1=3 and r2=2.

Thus, each relay node is connected to L1=
(

h−1
r1−1

)

= r1K1

h
and

L2 =
(

h−1
r2−1

)

= r2K2

h
users from class 1 and 2, respectively.

Similar to [4], all network links are assumed to be noiseless

and unicast. We define R = {Γ1, ..,Γh} as the set of relay

nodes, and U={U1, .., UK} as the set of all end users in the

network. We denote the set of end users connected to Γj by

N (Γj), i.e., |N (Γj)|= L1 + L2 for j = 1, .., h, and the set

relay nodes connected to user k from class i by N (Uk), i.e.,

|N (Uk)| = ri, i = 1, 2. Without loss of generality, we assume

that r1 ≥ r2. We define the following function which returns

the relative order of user k with respect to the neighbors of

relay node Γj . The function Index(, ) : (j, k) → {1, .., L1 +
L2}, where j ∈ {1, .., h} and k ∈ N (Γj), is defined as a

function that orders the end users connected to each relay in

ascending order. For example, in Fig. 1, we have N (Γ2) =
{1, 2, 3, 7, 8, 9}, N (Γ4) = {3, 5, 6, 7, 9, 10} and

Index(2, 1)=1, Index(2, 2)=2, Index(2, 9)=6,

Index(4, 3)=1, Index(4, 6)=3, Index(4, 9)=5.

B. Caching Model

The server S has a database of N files, W1, ..,WN , each

with size F symbols over the field F2q . Each end user has

a cache memory of size MF symbols, i.e., M represents

the normalized memory size. The system operates over two

phases.

1) Cache Placement Phase: The server allocates functions

of its database in the end users’ cache memories. These

allocations are designed, without the knowledge of the actual

demands in the delivery phase, subject to the memory capacity

constraints.

Definition 1. (Cache Placement): The contents of the cache

memory at user k are given by

Zk = φk(W1,W2, ..,WN ), (1)

where φk : [2F ]N → [2F ]M , such that H(Zk) ≤MF . �

2) Delivery Phase: During peak traffic, each user requests

a randomly selected file [2]. We define dk to denote the index

of the requested file by user k, i.e., dk ∈ {1, 2, .., N}, and

d to represent the demand vector of all network users at any

request instance. The server responds to the users’ requests

by transmitting signals to each of the relay nodes. Then, each

relay node forwards its received signal to the set of intended

end users. From its received signals and Zk, user k should be

able to reconstruct its requested file Wdk
.

Definition 2. (Coded Delivery): The mapping from the data-

base, and the demand vector, d, into the transmitted signal by

the server to Γj is represented by the encoding function

Xj,d = ψj(W1, ..,WN ,d), j = 1, 2, .., h, (2)

where ψi : [2F ]N × [N ]K → [2F ]R1 , and R1 is the rate,

normalized by the file size, F , of the transmitted signal from

the server to each relay node. The transmitted signal from Γj

to user k ∈ N (Γj), is given by the encoding function

Yj,d,k = ϕk(Xj,d,d), (3)

where ϕk : [2F ]R1 × [N ]K → [2F ]R2,i , and R2,i is the

normalized rate of the transmitted signal from the relay node

to a connected end user from class i. In addition, user k, from

class i, has a decoding function to recover its requested file,

given by

Ŵk = µk(Zk,d, {Yj,d,k : j ∈ N (Uk)}), (4)

where µk : [2F ]M2 × [N ]K × [2F ]riR2,i → [2F ], and i =
1, 2. �

Each of the end users must be able to recover its requested

file reliably, i.e., for any ε > 0,

max
d,k

P (Ŵdk
6=Wdk

) < ε. (5)

Definition 3. The rate-memory tuple (R1, R2,1, R2,2,M) is

said to be achievable, if for F → ∞, there exists a set of

caching functions, {φi}, encoding functions, {ψi}, {ϕi}, and

decoding functions, {µk}, such that for any ε > 0 (5) is

satisfied. �

We focus on the case where the total number of files is no

less than the number of end users, i.e., N ≥ K.

III. THE PROPOSED CODED CACHING SCHEME

The proposed scheme encodes each file using an (h+ r1 −
r2, r1) maximum distance separable (MDS) code [11]. The

scheme is performed over two stages. At the first stage, each

relay node acts as a virtual server for one of the first h resulting

encoded symbols. Since each user from class 1 is connected
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to r1 different relay nodes by the end of the first stage of

the delivery phase, it will have obtained r1 different encoded

symbols that can be used to recover its requested file. By

contrast, each of the users from the class 2 will have only

obtained r2 encoded symbols from its requested files, and

would still need r1−r2 additional encoded symbols to recover

the file. During the second stage, the remaining r1−r2 encoded

symbols are delivered to users from class 2.

A. First Stage

1) Cache Placement Phase: As a first step, the server

divides each file into r1 equal-size subfiles. Then, it encodes

them using an (h+ r1 − r2, r1) maximum distance separable

(MDS) code [11]. We denote by f jn the resulting encoded

symbols, where n is the file index and j = 1, 2, .., h+r1−r2.

The size of each encoded symbol, f jn, is F/r1 symbols, and

any r1 encoded symbols are sufficient to reconstruct the file.

For M= tN
L1+L2

, and t ∈ {0, 1, .., L1 + L2}, each encoded

symbol is divided into
(

L1+L2

t

)

disjoint pieces each of which

is denoted by f jn,T , where T ⊆[L1+L2], and |T |= t. The size

of each piece is F

r1(L1+L2
t )

symbols. The server allocates the

pieces f jn,T , ∀n in the cache memory of user k if k∈N (Γj)
and Index(j, k)∈T . Thus, we have

Zk =
{

f jn,T : k∈N (Γj), Index(j, k) ∈ T , ∀n
}

. (6)

At the end of the cache placement phase of the first stage,

each user from class 1 stores r1
(

L1+L2−1
t−1

)

pieces each of

size F

r1(L1+L2
t )

symbols. Therefore, the accumulated number

of symbols in its cache memory is given by

r1N

(

L1+L2−1

t−1

)

F

r1
(

L1+L2

t

) =
tN

L1+L2
F =MF symbols,

(7)

i.e., the memory capacity constraint is satisfied and t =
M(L1+L2)

N
. Each user from class 2 at this stage have stored

r2N
(

L1+L2−1
t−1

)

pieces each of size F

r1(L1+L2
t )

symbols. We

define Mf to be normalized memory size of the users from

class 2 at the end of the first stage, i.e.,

Mf =M −
r2
(

L1+L2−1
t−1

)

r1
(

L1+L2

t

) =
tN(r1 − r2)

r1(L1 + L2)
. (8)

2) Coded Delivery Phase: At the beginning of the delivery

phase, the demand vector, d, is announced in the network as

public information. For each relay Γj , at each transmission

instance, we consider S ⊆ [L1 + L2], where |S| = t+ 1. For

each choice of S , the server transmits to the relay node Γj ,

the signal

XS,1
j,d = ⊕{k:k∈N (Γj), Index(j,k)∈S}f

j

dk,S\{Index(j,k)}. (9)

In total, the server transmits to Γj , the following signal

X1
j,d =

⋃

S⊆[L1+L2]:|S|=t+1

{XS,1
j,d }. (10)

Mf F

fn
h+1... fn

h+r1
-r2

Fig. 2: An example of a reduced network during the second stage
where h=4 and r2=2.

Then, Γj forwards XS
j,d to user k if Index(j, k)∈S , i.e.,

Y 1
j,d,k =

⋃

S⊆[L1+L2]:|S|=t+1,Index(j,k)∈S

{XS,1
j,d }. (11)

User k can recover the following set of pieces from

the signals received from Γj , utilizing its cached con-

tents
{

f jdi,T
: T ⊆ [L1 + L2] \ {Index(j, i)}, |T | = t

}

. Ad-

ding these pieces to the cached ones, i.e., f jdk,T
with

Index(j, k) ∈ T , user k can recover the encoded symbol

f jdk
. If user k belongs to class 1, i.e., it receives signals from

r1 different relay nodes, it obtains the encoded symbols f jdk
,

∀j ∈ N (Uk), thus user k is able to reconstruct Wdk
. If user

k belongs to class 2 it obtains only r2 encoded symbols from

its requested file.

B. Second Stage

In the second stage, we focus on delivering the missing r1−
r2 encoded symbols of the requested files by the users in class

2. After the first stage, we have a reduced network, where the

server has a library of N files, each of them is formed by the

concatenation of the encoded symbols fh+1
n , ..., fh+r1−r2

n , i.e.,

the size of each reduced file is r1−r2
r1

F symbols. We illustrate

the reduced network in Fig. 2. The server is connected to K2

users, each of them is connected to r2 relays and has a memory

of size MfF symbols. To describe our achievability, we define

t1 = d
L2t

L1 + L2
e, and t2 = b

L2t

L1 + L2
c. (12)

The size of free cache memory at user k from class 2 can be

expressed as

Mf = [αt1 + (1− α)t2]
N(r1 − r2)

r1L2
, (13)

for some α ∈ [0, 1]. The scheme is described given the

memory parameters t1 and t2 as follows. The concatenation

of fh+1
n , ..., fh+r1−r2

n is divided into two parts, Ŵ 1
n and Ŵ 2

n ,

of sizes α r1−r2
r1

F symbols and (1 − α) r1−r2
r1

F symbols,

respectively.

1) Cache Placement Phase: The first part, Ŵ 1
n , is divided

into r2 equal-size subfiles. Then, the server encodes them

using an (h, r2) maximum distance separable (MDS) code

[11]. We denote by g1,jn the resulting encoded symbols, where

n is the file index and j = 1, 2, .., h. The size of each encoded
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symbol, g1,jn , is α r1−r2
r2r1

F symbols, and any r2 encoded

symbols are sufficient to reconstruct Ŵ 1
n .

Each encoded symbol is divided into
(

L2

t1

)

disjoint pieces

each of which is denoted by g1,jn,T1
, where T1⊆[L2], and |T1|=

t1. The size of each piece is α r1−r2

r2r1(L2
t1
)
F symbols. The server

allocates the pieces g1,jn,T1
, ∀n in the cache memory of user k

from class 2 if k∈N (Γj) and Index(j, k)∈T .

A similar allocation scheme is applied to Ŵ 2
n with para-

meter t2 instead of t1. Therefore, user k from class 2 caches

g2,jn,T2
, ∀n if k ∈ N (Γj) and Index(j, k) ∈ T2. Therefore, by

the end of the cache placement phase, the cached contents at

user k from class 2 is given by

Zk =
{

f jn,T , g
1,j
n,T1

, g2,jn,T2
: k∈N (Γj),

Index(j, k) ∈ T , T1, T2, ∀n
}

. (14)

The accumulated symbols in the cache memory of each user

from class 2 is given by

Nr2
(

L1+L2−1
t−1

)

F

r1
(

L1+L2

t

) +
αN(r1 − r2)r2

(

L2−1
t1−1

)

F

r2r1
(

L2

t1

)

+
(1− α)N(r1 − r2)r2

(

L2−1
t2−1

)

F

r2r1
(

L2

t2

)

=
r2tNF

r1(L1 + L2)
+MfF =MF symbols, (15)

i.e., the memory capacity constraint is satisfied.

2) Coded Delivery Phase: For each relay Γj , we consider

Si ⊆ [L2], where |S| = ti + 1, and i = 1, 2. For each choice

of Si, the server transmits to Γj , the signal

⊕{k:k∈N (Γj), Index(j,k)∈Si}g
i,j

dk,Si\{Index(j,k)}
. (16)

Then, Γj forwards its received signal to user k from class 2
if Index(j, k) ∈ Si. At the end of the second stage, user k
from class 2 can recover the following set of pieces from the

signals received from Γj , utilizing its cached contents
{

gi,jdk,T
: Ti ⊆ [L2] \ {Index(j, k)}, |Ti|= ti, i = 1, 2

}

.

Note that user k had cached gi,jdk,Ti
with Index(j, k) ∈ Ti,

thus user k can recover the encoded symbol gi,jdk
. Since, user

k from class 2 receives signals from r2 different relay nodes,

it obtains the encoded symbols gi,jdk
, ∀j ∈ N (Uk), thus user

k can reconstruct fh+1
dk

, ..., fh+r1−r2
dk

. Therefore, at the end of

the delivery phase, user k from class 2 can decode its requested

file from r1 of its encoded symbols.

Note that we use the two-stage description to illustrate the

idea of achievability, however, the cache placement procedures

from the first and second stages are performed during the

cache placement phase without the knowledge of the actual

users’ demands, while the coded delivery procedures are

performed during the delivery phase after the users announce

their requests.

C. Rate Calculation

Now, we calculate the transmission rates of this scheme.

1) First Stage: Since, each relay node is responsible for
(

L1+L2

t+1

)

transmissions, each of length F

r1(L1+L2
t )

, thus

R1
1F =

(

L1+L2

t+1

)

r1
(

L1+L2

t

)F =
L1 + L2 − t

r1(t+ 1)
F. (17)

In addition, each relay node forwards
(

L1+L2−1
t

)

from its

received signals to each of its connected end users, thus

R1
2,iF =

(

L1+L2−1
t

)

r1
(

L1+L2

t

)F =
L1 + L2 − t

r1(L1 + L2)
F, (18)

where i = 1, 2. Since, the users from class 1 are served only

during the first stage, we get

R2,1 = R1
2,i =

1

r1

(

1−
M

N

)

. (19)

2) Second Stage: Each relay node is responsible for
(

L2

t1+1

)

transmissions, each of length α r1−r2

r2r1(L2
t1
)
F , and

(

L2

t2+1

)

trans-

missions, each of length (1−α) r1−r2

r2r1(L2
t2
)
F , thus we have

R2
1F = α

(r1 − r2)
(

L2

t1+1

)

r2r1
(

L2

t1

) F + (1− α)
(r1 − r2)

(

L2

t2+1

)

r2r1
(

L2

t2

) F

=
r1 − r2
r2r1

(

α
L2 − t1
t1 + 1

+ (1−α)
L2 − t2
t2 + 1

)

F. (20)

During the second hop, each relay forwards
(

L2−1
t1

)

and
(

L2−1
t2

)

from its received signals to each of its connected end

users from class 2, each of length equal to α r1−r2

r2r1(L2
t1
)
F and

(1−α) r1−r2

r2r1(L2
t2
)
F , respectively, thus

R2
2,2F = α

(r1 − r2)
(

L2−1
t1

)

r2r1
(

L2

t1

) F + (1− α)
(r1 − r2)

(

L2−1
t2

)

r2r1
(

L2

t2

) F

=
r1 − r2
r2r1L2

(α(L2 − t1) + (1−α)(L2 − t2))F. (21)

In total, R1 = R1
1 + R2

1 and R2,2 = R1
2,2 + R2

2,2. Therefore,

we obtain the upper bound on the normalized delivery rates

as stated in the following theorem.

Theorem 1. The normalized transmission rates for M =
tN

L1+L2
,and t∈{0, 1, .., L1 + L2}, are upper bounded by

R1 ≤
L1 + L2 − t

r1(t+ 1)
+
r1 − r2
r2r1

(

α
L2 − t1
t1 + 1

+ (1−α)
L2 − t2
t2 + 1

)

,

(22)

R2,i ≤
1

ri

(

1−
M

N

)

, i = 1, 2. (23)

where t1 = d L2t
L1+L2

e, t2 = b L2t
L1+L2

c and α ∈ [0, 1] is chosen

such that tL2

L1+L2
= αt1 + (1 − α)t2. The convex envelope of

these points is achievable.

Note that if M is not in the form of M= tN
L1+L2

, we apply

memory sharing as in [2] for achievability.
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IV. DISCUSSION

A. Optimality over the Second Hop

Our achievable rate over the second hop is optimal, i.e., the

total delivery load per relay is minimized. To see this, consider

N request instance, such that user k from class i, requests file

j at instance j, and j = 1, ..., N . Thus, we have the following

constraint in order to satisfy the user’s requests

H(W1, ..,WN ) = NF ≤ NriR2,iF +MF. (24)

Therefore, we can get the following bound on R2

R2,i ≥
1

ri

(

1−
M

N

)

. (25)

Note that the total delivery load of the network, i.e., hR1 +
r1K1R2,1 + r2K2R2,2, is almost dominated by the delivery

load over the second hop. Therefore, the optimality over the

second hop is essential to minimize the overall delivery load.

B. More than Two Classes of End Users

The idea behind our proposed caching scheme can be

extended to networks with more than two classes of end users.

Suppose that there are three classes of end users such that

each user from class i is connected to ri relay nodes and

r1 > r2 > r3. The proposed scheme can be extended as

follows. We start by encoding each file with an (h+r1−r3, r1)
MDS code. At the first stage, each of the first h resulting

encoded symbols will be delivered by considering L1+L2+L3

end users connected to each relay. By the end of this stage,

all the requests of users from class 1 are satisfied, while the

users from class 2 and 3 recover r2 and r3 encoded symbols

from their requested files, respectively. At the second stage, we

form a reduced library by the concatenation of next r1 − r2
encoded symbols, that were not involved in the first stage,

and encode each of them using an (h + r2 − r3, r2) MDS

code. The scheme works as described before where there are

L2 + L3 end users connected to each relay node. By the end

of the second stage, the users from class 2 can decode their

requested files. At the third stage, we focus on delivering the

missing r2−r3 encoded symbols from the second stage to the

users from class 3 so that they can recover an additional set of

r1−r2 encoded symbols from their requested files. In addition,

we need to deliver the remaining r2 − r3 resulting from the

first encoding process, so that they can decode their requested

files from their r1 encoded symbols. The same procedure can

be used where there are more than three classes of the end

users in the network.

C. Numerical Results

In Fig. 3, we compare the achievable delivery load of

our proposed scheme with the resulting load from treating

the two classes of end users as two independent symmetric

combination networks and applying the scheme from [5], [6].

It is evident that having multicast transmissions to users from

different classes allows the proposed scheme to achieve lower

delivery load over the first hop. Note that both schemes achieve

the optimal load over the second hop.

� � � � � � � � � � � � � � � � � � � ����
�� ��

Fig. 3: The delivery load for N=50, h=6, r1=3 and r2=2.

V. CONCLUSIONS

In this work, we have investigated cache-aided combination

networks with two classes of end users with different degrees

of connectivity. By utilizing MDS coding and jointly opti-

mizing both cache placement and delivery phases, we have

proposed a new achievability scheme that serves the users

requests’ over two stages. During the first stage, we serve

users from both classes, then during the second stage we

serve only the users with weaker connectivity. We have shown

that the proposed scheme is optimal over the second hop of

communication and it can be generalized for network with

more than two classes of end users.

Future directions include extending the proposed techniques

to asymmetric combination networks with cache-aided relays,

and with secrecy requirements [6], [12].
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