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Combination Networks with or without Secrecy
Constraints: The Impact of Caching Relays
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Abstract—This paper considers a two-hop network architec- the contents, during peak traffic time, known as tiedivery
ture known as a combination network, where a layer of relay phase not only by alleviating the need to download the entire
nodes connects a server to a set of end users. In particular, a qqyested data, but also by facilitating multicast transmissions

new model is investigated where the intermediate relays employ . .
caches in addition to the end users. First, a new centralized tat benefit multiple end users [3]. As long as the storage

coded caching scheme is developed that utilizes maximum dis-Capabilities increase, the required transmission load during
tance separable (MDS) coding, jointly optimizes cache placement peak traffic can be decreased, leading to the rate-memory
and delivery phase, and enables decomposing the combinationtrade-off [3], [4].

network into a set virtual multicast sub-networks. It is shown Various network topologies with caching capabilities have

that if the sum of the memory of an end user and its connected . .
relay nodes is sufficient to store the database, then the server been investigated to date, see for example [5]-{13]. References

can disengage in the delivery phase and all the end users'[5], [8]-[11] have studied two-hop cache-aided networks.
requests can be satisfied by the caches in the network. Lower Reference [5] has studied hierarchical networks, where the
bounds on the normalized delivery load using genie-aided cut- server is connected to a set of re|ay nodes via a shared
set arguments are presented along with second hop optimality. ) iticast link and the end users are divided into equal-size
Next recognizing the information security concerns of coded -

caching, this new model is studied under three different secrecy groups_ such th"_“t eaqh group is connected to only one relay
settings: 1) secure delivery where we require an external entity Node via a multicast link. Thus, one relay needs to be shared
must not gain any information about the database files by by multiple users. We will not consider this model.

observing the transmitted signals over the network links, 2) A fundamentally different model is investigated in refer-
secure caching, where we impose the constraint that end usersances [8] and [9] where multiple overlapping relays serve

must not be able to obtain any information about files that . .
they did not request, and 3) both secure delivery and secure each _use_r. In this symmetric Iayere(_j network, known as a
caching, simultaneously. We demonstrate how network topology cOmbination networK14], the server is connected to a set
affects the system performance under these secrecy requirements.of h relay nodes, and each end user is connected to exactly
Finally, we provide numerical results demonstrating the system r relay nodes, thus each relay ser\/(é';s:}) end nodes. In
performance in each of the settings considered. these references, end users randomly cache a fraction of bits
Index Terms—Combination networks with caching relays, from each file subject to the memory capacity constraint. Two
coded caching, maximum distance separable (MDS) codes, securejelivery strategies have been proposed: one relies on routing
delivery, secure caching. the requested bits via the network links and the other is

. INTRODUCTION based on coded multicasting and combination network coding

Caching is foreseen as a promising avenue to provi{fé:hniques [15]. More recently, reference [10] has considered
content based delivery services f86 systems and beyond@ class of networks which satisfies the resolvability property,
[1], [2]. Caching enables shifting the network load from peaWh'Ch mc_ludes combmatlo_n networks wherelividesh [16].
to off-peak hours leading to a significant improvement ifA centralized coded cachlng_ scheme has be_en proposed_and
overall network performance. During off-peak hours, in th&hown to outperform, analytically and numerically, those in
cache placement phasthe network is likely to have a con-18] and [9] The cache allocation of [10] gxpllcnly utilizes
siderable amount of under-utilized wireless bandwidth whid§Solvability property, so that one can design the cache con-
is exploited to placdunctionsof data contents in the cache!€Nts that make each relay node see the same set of cache
memories of the network nodes. This phase takes place pﬁgpcatlons. In all of these references studying Combmgnon
to the end users’ content requests, and thus content needS&yvorks -resolvable or not-, only the end users are equipped
be placed in the caches without knowing what specific contefith cache memories. . .
each user will request. The cached contents help reduce th# this paper, we boost the caching capabilities of com-

required transmission load when the end users actually reqUi8gtion networks by introducing caches at the relay nodes.
In particular, we consider a general combination network
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into sub-problems in the form of the classical setup studied Server
in [3]. We show that if the sum of the memory size of a tS;j D Files
user and its connected relay nodes is large enough to store the L) ﬂWl"”"WD
library, then the server can disengage during the delivery phase m
altogether and all users’ requests can be satisfied utilizing the g},
cache memories of the relay nodes and end users. Genie- T, T, T, T, I
aided cut-set lower bounds on the transmission rates argc.e ] i ] CNE
provided. Additionally, for the special case, where there are
no caches at the relays, we show that our scheme achieves
the same performance of the scheme in [10] without requiring 7 7 _ 7 7 1
resolvability. Wl Ul Wsl U4 WUs1 (Ul (Ul [Us! [Ugl WhdiMF
In many practical scenarios, reliability is not the only con- End user Cache
sideration. Confidentiality, especially in file sharing systembjg. 1: A combination network wittK =10, h=5, r =2, and caches
is also of paramount importance. Thus in the latter part 8 both relays and end users.
the paper, for the same model, we address the all important
concerns of information security. Specifically, we considgpecifically, each end user is connected to a distinct set of
combination networks with caches at the relays and erelay nodes; < h, with K = (*). Each relay node is connected
users, under three different scenarios. In the first scenatig,K = ’rlj = £K end users. Similar to references [8]-{10],
we consider that the database files must be kept secret frallmetwork links areunicast In addition, similar to references
any external eavesdropper that overhears the delivery phdsg.[5], [8]-[10], [18]-[21], all network links are assumed to
i.e., secure delivery[18] [19]. In the second scenario, webe noiseless. LeR={I}, .., I} denote the set of relay nodes,
consider that each user must only be able to decode disd 2/ = {U,, .., Ux} the set of all end users. We denote the
requested file and should not be able gain any informatiget of end users connected B by N (), IN([}) = K
about the contents of the remaining files, isecure caching for j = 1,., h, and the set relay nodes connected to user
[20] [21]. Last, we consider both secure delivery and secupg N (Ux), N (Ui)| = r. The functionindex() : (j.k) —
caching, simultaneously. We note that, in security for cachgt, .., K}, wherej € {1,., h} andk € N(I), is defined as a
aided combination networks, the only previous work consistgnction that orders the end users connected to relay fpde
of our recent effort [22], where the schemes are limited i@ an ascending manner. For example, for the network in Fig.
resolvable combination networks with no caching relays. 1, N(I3) = {1,5,6,7}, N(I'4) = {3,6,8,10}, Index2,1) =
For all the considered scenarios, our proposed schemesindex(2,5) = 2, Index2,6) = 3, Index?2,7) = 4,
based on the decomposition turn out to be optimal with respegidex4,3) = 1, Index4,6) = 2, Index4,8) = 3, and
to the total transmission load per relay, i.e., we achieve the ¢udex(4,10) = 4. For a positive integer., we will use the
set bound. Our study demonstrates the impact of cache memetation[L] = {1, .., L}.
ries at the relay nodes (in addition to the end users) in reducing _
the transmission load of the server. In effect, these cactiésCaching Model
can cooperatively replace the server during the delivery phasederverS hasD files, Wi, .., Wp, each with size= bits. We
under sufficient total memory. Furthermore, we demonstrdteat the case where the number of users is less than or equal
the impact of the network topology on the system performantsgethe number of files, i.eK < D. Each end user is equipped
under secrecy requirements. In particular, we demonstrate thith a cache memory of sizMF bits while each relay node
satisfying thesecure cachingequirement does not requirehas cache memory of sia¢F bits, i.e.,M andN denote the
encryption keys and is feasible even with memory size leegermalized cache memory sizes at the end users and relay
than the file size, unlike the case in references [20] and [2Tpdes, respectively. The server has the complete knowledge
In addition, we observe that the cost due sieeure deliverys  of the network topology. The system operates in two phases.
almost negligible in combination networks, similar to the cases1) Cache Placement Phasén this phase, the server allo-
in references [18] and [19] for other network topologies. cates functions of its database files in the relay nodes and end
The remainder of the paper is organized as follows. Sectigfers caches. The allocation is done ahead of and without the
Il describes the system model. In Section I, we proposek@owledge of the demand of the individual users.

new centralized coded caching scheme that is applicableﬂ@finition 1. (Cache Placement): The content of the cache

any cache-f';uded cor_nbma_t!on netw_ork. In Sections IV, V ahfﬂemories at relay node j and user k, respectively are given
VI, we detail the achievability techniques for the three secref‘%
n

scenarios. In Section VII, we provide the numerical results a
discuss the insights learned from them. Section VIII concludesV; = v; (Wi, W, .., Wp), Zi = ¢ (Wi, Wa, ., Wp), (1)

2

the paper. wherev; : [2F]P — [2F]V and ¢, : [2F]1P — [2F]M, ie,,
Il. SYSTEM MODEL H(V;) < NF and H(Z) < MF. [
A. Network Model 2) Delivery Phase:Each user requests a file independently

Consider a combination network, where the sen&rjs and randomly [3]. Letd, denote the index of the requested
connected toK end users via a set df relay nodes. More file by userk, i.e.,d; € {1,2,..,D}; d represents the demand
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vector of all users. The server responds to users’ requeAtsCache Placement Phase

by transmitting signals to the relay nodes. Then, each relayas 5 first step, the server divides each file imte@qual-
transmitsunicastsignals to its connected end users. From thg;e subfiles. Then, it encodes them using Y maximum

r received signals andy, userk must be able to reconstructyjstance separable (MDS) code [17], [23]. We denotefpy
its requested fil&\,, . the resulting encoded symbol, whenmeis the file index and
Definition 2. (Coded Delivery): The mapping from thel = 1.2 h. The size of each encoded symbé}, is F/r
database files{W,, ... W)}, and the demand vectat into the bits, and anyr encoded symbols are sufficient to reconstruct
transmitted signal by the server g is given by the encoding the file n. The server divides each encoded symbol into two

function parts, f*! and /%, such that the size of/' is 2£ pits, and
_ the size off} is (1 — M)F bits.
Xj.a = (Wi, ... Wp, d), i=12..h @) We describe the achievability fdvl = W + %, and

where y; : [2F]P x [D]X — [2F]R, and R is the rate, ti,t2 € {0, 1,.., K}, noting that the convex envelope of these
normalized by the file size, F, of the transmitted signal fropints is achievable by memory sharlng as was shown in
the server to each relay node. The transmitted signal fiom reference [3]. First, the server placés', ¥n in the cache
to user ke N(T;), is given by the encoding function memory of relay nodd’;. Then, userk, Wllth k e N(T}),
caches a random fraction éf bits from f;'', ¥n, which we
Yi.ak = ¢k (X), d,V;, d), (3) by

denote byf/1 Thus, t; represents the fraction cached by
where gy : [2F]1% x [2F]N x [D]¥ — [2F]®2, and R is the each user from the contents stored at the cache of each of
normalized rate of the transmitted signal from a relay node fes connected relay nodes. On the other hai#f, is divided

a connected end user. User k recovers its requested file bynto (g) disjoint pieces each of which is denoted myfr

: heren is the file index, i.e.,n € [D], j is the index of
Wi Zi.,d, {Y; N(U 4 W
= H(Ze d, a2 T € N (U, ) the encoded symboj, = 1,..,h, and7 c [K],|7 | =t,. The
where i ¢ [2F]% x [D]X x [2]7% — [2] is the decoding gjze of each piece i§--D)F bits. Note that the parameter

function. ]
represents the number of users that shares the same piece of the

We require that each end uskrrecover its requested file encoded symbol. The s@t determines the allocation scheme

reliably, i.e., for anye > 0, as follows. The server allocates the plede‘s?;r ¥n in the
P(W W ) 5) cache memory of usek if k € N(I';) and Index(j, k) € 7.
n(},e}cx (Wa, #Wa,) <€ ®) Therefore, the cache contents at the relay nodes and end users

Our goal is to develop caching schemes that minimize tR€ given by

0
worst case delivery load over the two hops. We will char- ij{ff, : Vn}, (6)
acterize the achievable rates over the two hoRs, and ITEnE

R,, under the worst case demand, by jointly designing the {fn v LT H1 €N (Ur). Index(j. k) €7, Vn} )

cache placement and delivery, i.6Zc ), (V;})l_ . (X;a}l_;,  Clearly, this satisfies the memory constraint at each relay node.
and {Y;, }j—lkeN(F X subject to the memory constraintsEach user caches a fraction of sizefrom each part of the
|Zy| < |v||: vk, and |V| NF,Vj, while ensuring that each encoded symbols cached by the connected relays in addition
user is able to decode its requested file reliably. In Sections Iw-r( ) pieces of SIZGfJ 2r| bits. Thus, the number of the
VI, we will require the system to satisfy the secrecy constrammcumulated bits at the cache memory of each end user is
in addition to the reliability constraint. Note that characterizingiven by

the achievable rates over both hops results in improving the

) . : K-1\.;
normalized total network loachR; + rKR,, as discussed in Dr|f’k| + Dr( 1)”2’%/“'

subsection VII-B. N
_orNUE, Dr!F( - 1)

IIl. A NEW CODED CACHING SCHEME FOR COMBINATION DK (f) th—1
2
NETWORKS Ntr - (D - Nr)tzF uE -
We develop a new caching scheme for general cache-aided K K |

combination networks. In addition, we show that the upp&fhich satisfies the memory constraint. We summarize the
bound derived in [10] for resolvable combination networks, isache placement procedure in Algorithm 1.
in fact achievable for all combination networks. _

The main idea behind our proposed scheme is that each fie Coded Delivery Phase
is encoded using arh(r) maximum distance separable (MDS) Note that whenevet, = K, each end user and connected
code [17], [23]. Then, each relay node acts as a server fetays are capable of caching the entire database file, and there
one of the resulting encoded symbols. Since each end useisiso transmission needed from the server during the delivery
connected to different relay nodes, by the end of the deliverphase. After announcing the demand vector to the network,
phase, it will be able to obtain different encoded symbols the server and the relays start to serve the end users’ requests.
that can be used to recover its requested file. For each relay;, at each transmission instance, we consider
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Algorithm 1 Cache placement procedure Algorithm 2 Delivery procedure
Input: {W,...,Wp} Input: d
Output: Zi, k € [K] Output: X; 4, Yj.ak ] € [h]k € [K]
1: for ne [D] do 1: for j € [h] do
2:  Encode each file using arn,f) MDS code— fn, j= 2. for Se[K],|S|=t,+ 1 do
L..h s X2y — D keN(T}). Index(j.k)eS) fdeS\ {Index(j.k)}
3 for j e[h] do . . 4 end for
4 Divide f} into f;' with size 5 bits and ;% with 50 X4  Ugeig)(X5,)
size ¢ — &)F bits. 6: for ke N(T}) do’
5: Vi _ 7 Yidk < {fjl }USC Riitndex(i)es \X5g)
6: Partition f/? into equal-size piecesﬁjl’2 , T c[K] 8 endfor
and |7 |=t, | 9: end for
7:  end for
8: end for
9: for k € [K] do

During the second hop, each relay node forwa(ﬁts )

. ; i J>1
10:  Userk caches a random fracno% bits from ", ¥n from its received sub-signals to each of its connected end

Al
- fi,k users. Additionally, it sendsl (- L)X F bits, from its cache
. J2 . - Jil cf
111 Zr < Ujenwe) Unern {fn 7 Index(j, k) € T}Ufnk memory to each of its connected end users. Therefore, we have
12: end for | | R -1\ (12
S A e s
E (f‘)
N ) 2
Sc (K], where|S| =t, + 1. For eaqh choice aof, the server R-t)(L-& (R —t))N
transmits to the relay nodg;, the signal = z F+ 5% F
S = 2 1 ty (ti —t2)Nr 1 M
Xia = @ fdk S\ndex(iayy: O = _(1__3_%% - _(1__)|:' (13)
{KkeN(T}), Index(j.k)eS) r K DK r D
In total, the server transmits #©; the signal Finally, we have the following theorem of the achievable
s delivery load.
Xa= ) X5} (10) _ o
SCIRLIS|=ta+1 Theorem 1. The normalized transmission rates, fox N <

D — (u=n)Nr _ D (R | RN
M = ‘é + 21( , t1€{0,1,.,min(K, [55-1}, and ¢ €

. S . r ’
I'; forwards the S|gna}( to userk wheneverl ndex(J, k) e (0.1,... K}, are upper bounded by

S. In addition,T; transm|ts the missing bits frorﬁ’ to user

k, k e N(T})). The transmitted signal from; to uSSrk is R < K-t (1 B ﬁ) R, < 1 (1 _ M) (14)
T r(t+1) D) T D/
- [ '
Yk {f ' f } . U {Xf’d}' (11) Furthermore, the convex envelope of these points is achievable.
[K):|S|=t2+1,Index(j,k)eS .
J,2
User k can recover{f £ 7 C [R1\ {Index(j,k)}} from f M is not i the form off = N | B2 e use

the signals received fronIT], utilizing its cache’s contents. h 3115 K
XORing these pieces to the ones already in its cache, I@emory sharing as in [3], [5]

2
fj o With Index(j, k) € 7", userk can recover the encodedremark 1. Observe that the caches at the relays help decrease
symbol f’2 Additionally, from its received signal, usde the transmission load only during the first hop,.RThe
directly getsf’1 Therefore, it can obtairf’ . Since, usek transmission load over the second hop, Repends only on

dy
receives S|gnafs from different relay nodes, it can obtain thethe size of end users’ cache memories, M, as it is always

encoded symbola%fk ,¥j € N(Uy), and is able to successfullyequal to the complement of the local caching gain divided by
reconstruct its requested fild,, . The delivery procedure is the number of relay nodes connected to each end usess.

summarized in Algorithm 2. Remark 2. It can be seen from (12) that when & K,

C. Rates i.,e., M > D — Nr, we can achieve R= 0. In other words,

whenever M- Nr > D, i.e., the total memory at each end user
Ny and its connected relay nodes is sufficient to store the whole

each relay node, each of which has len 'F bits, thus e library, the server is not required to transmit during the

First, observe that the server transnﬁ,té ) sub-signals to

the transmission rate in bits from the server to each relay nodlivery phase. =
IS . . When there are no caches at the relays [8], [9], i.e., setting
K\G-5 (K b)(t-% N =0, we obtain the following resuilt.
WF = - F. (12)
th+1 (K) th+1 . L.
5 Corollary 1. The normalized transmission rates, for NO,
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M= 2, and te{0,1,... K}, are upper bounded by H Userk ‘ Z; H
5 1 1 1 2 2 2.
R < K (1 M) 1 R, < 1 (1 M) (15) 1 (A FRTTSRARPYEL FRPVRS FUPRR RRCPES PRTVRAAL
T Y 375 S Y A 1 1 1 3 3 3.
r D)1+ Lo r D 2 {faizs T ioa Faoser Foioz foioa Trisa : V)
1 1 1 4 4 R
In addition, the convex envelope of these points is achievablg 3 {fn,123’ Fi34 T oy Triow Toisa Vn}
= 4 {fi 14 Tise Faose Ta s fow a1 :V”}
2 3 n, n, n,
. , 5 {12 103 T2 1040 T2 0300 T2 1030 T3 100 T35, 1 ¥}
Remark 3. The achievable rates in (15) are the same as ;123 ;124 ;234 2,123 2,124 2,234
the ones in [10] which have been shown to be achievablg| 6 {12 103 T2 134 T30 T4 g T4 0y T4, 2 v}
for a special class of combination networks where r divides 7 {ff124’ f2 o 200 03 00 13 0 130, :Vn}
h, i.e., resolvable networks. By our scheme, we have jus 8 {f3 3§34 4 14 _Vn}
demonstrated that the resolvability property is not necessary e T e
to achieve these rates. Furthermore, it has been shown in [10] 9 {fn 124 Fi3a Frosar Tios Taiaer Taosa :Vn}
that, for resolvable networks, these rates outperform the ones| 10 | {f 4 6 63 62 L 3,0, v}
in [8] and [9]. Thus, our proposed scheme outperforms the
ones in [8] and [9]. ® Table I: The cache contents at the end usersNfos K = 10

Fs;md M=L
Remark 4. One can see from (15) that the upper bound gn
is formed by the product of three terms. The first térirhs due

the fact that each relay node is connectedtend users, each mbol is cached by one of the relays. Divide the cache of

of which is connected to r relay nodes. Thus, each relay noalgch end user into two partitions of siZésF and MyF such

is rgsponsible for} of the load on a server that is connectegp gt M; + My < M. The partition ofM;F bits is dedicated

to K end users. The second teh- %) represents the local i the library formed by the subfile&\V2, Vn}, for which we

caching gain at each end user. The teﬁ‘#@ represents the gpply any caching scheme that is known for a combination

global caching gain of the proposed scheme. m networks with no relay caches. The second partition of size
M, F is filled by bits from the memaories of relays connected

_The merit our proposed scheme is that it allows us i@ e end user as explained in subsection I1I-A, leading to the
virtually decompose the combination network into a set Qf.hievable pair in the proposition. O

sub-networks, each of which in the form of the multicast

network [3]. In particular, for the case whei¢ = 0, each Remark 5. From Proposition 1, we can observe that caches
relay node acts as a virtual server with libraryfiiles each at the relay nodes help in reducing the delivery load over the
of size F/r bits, while each connected end user dedicatéisst hop. To see this, let M= M, the delivery load over the
1/r from its memory to this library. Therefore, any schemérst hop is then scaled by a factdr— %. [
developed for the classical multicast setup [3] which achieves
rate Ruuticast MF /r, D, K, F/r) can be utilized in the context
of combination networks and achieves r&e = Rwuuiticast

Lastly, we note that if the objective of the system is to
minimize the maximum load over the two hopsax(R;, R),

as in [11]-[13], one can optimize over the end user’'s cache
In other words, for large enough, schemes developed for __ ... ~° . A .
; . Hﬁamtlonlng, M; and M,, in order to minimize the maximum
the cases where the users’ demands are non-uniform [24], £
rate over the two hops.

number of user is greater than the number of files, [25], for
small values of the end users memories [26], utilizing coded .
prefetching [27], can be adopted in a combination netwoE. An lllustrative Example

after the decomposition step via MDS coding. We illustrate our proposed scheme by an example. Consider
In addition, by applying the proposed decomposition, wée network depicted in Fig. 1, whef® = 10, N = 0 and

can utilize any scheme that is developed for combinaticmz% i.e.,t = 3. This network is not resolvable.

networks with no relay cache$| = 0, in the case where the 1) Cache Placement Phas&ach file,W,, is divided into

relays are equipped with cache memories, Des N < £, 2 subfiles. Then, the server encodes them usingbat) MDS

as indicated in the following proposition. code. We denote the resulting encoded symbol§hwheren

is the file index, i.e.n=1,., 10, andj = 1, .., 5. Furthermore,

Proposition 1. Suppose that the rate pair{\RO(MF, D, K, F) we divide each encoded symbol intopieces each of siz§

and Ig"ﬂ’(M F,D,K, F) is achievable in a combination net-

; J _
work with no relay caches. Then, for a combination nep-'ts’ and denoted byn,(r’ Whe_re‘]’ C [4] and|7"| =3. Th(_e )
work with relay cache of size NF bits, the rate paif R contents of the cache memories at the end users are given in

N =0 _Nr _ pN=0 _Table I. Observe that each user stoégsieces of the encoded
%)F()M_:F(’l\lljr’ K_ 5\;2)%)2 ?ccilil:e&v;bllqé fo(rM;E;/Dc’:rlf(’)i(cle ofSymbols of each file, i.e2F bits, which satisfies the memory
M. My > 0 and M + My < M. constraint. =

2) Coded Delivery PhaseAssume that usek requests the
Proof. Split each file of the database, into two subfilesw,i file Wi, andk = 1,..,10. The server transmits the following
of size JXF bits andW? of size (I - Z£)F bits. Encode each signals
of subfiles{W, ¥n} using an b,r) MDS code. Each encoded Xia=f130 5,00 3,0 f
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=t ; ; i 1 XM +uN
Xoa = 17123 ® 16124 ® 15134 @ Fi234 , max G(X_W)) @)
Xag=Ff3 . @f3 @f . &f3 xe{l,.,min(D,K)}
3d = 19123 % 18124 ¥ 15134 ¥ 12234 where u= min(x +r — 1, h), and

_ ¢4 4 4 4
Xad = F10123 @ 15104 @ T 134 @ f 030 1 M
R>-(1-—].

: D (22)

— £5 5 5 5
Xsa = o123 @ 19104 @ 17134 @ 03,
. . . |
Then, each relay node forwards its received signal to the set

of connected users, i.€%Gqx = Xia, Yk € N(I7). The size  In the following three sections, we investigate the cache-
of each transmitted signal is equal to the size of a piece @fled combination network under three different secrecy re-
the encoded symbols, i.efF. Thus, R, = R, = 4. Now, quirements.

utilizing its memory, usell can extract the piecefsl’234 and

f12234 from the signals received from relay nodésand I, IV. CODED CACHING WITH SECURE DELIVERY

respectively. Therefore, usr reconstructsf; and f?, and  First, we examine the system wisiecure deliveryThat s,
d(lecodes 3't5 requested fil&. Similarly, user2 reconstructs ye require that any external eavesdropper that observes the
f, and f;, then decodes\s, and so on for the remaining yransmitted signals during the delivery phase, must not gain

users. : : o i
E. Lower Bounds any information about the files, i.e., for ady> 0

Next, we derive genie-aided lower bounds on the delivery [(X, YW, ... Wp) <6, (23)
load.

1) Lower bound on R Consider a cut that contaihselay where X, Y are the sets of tr_ansmltted signals by the server
nodes,| € {r,.. h}, ands end users from thé¢’) end users and the relay nodes, respectively.
' o r In order to satisfy (23), we place keys in the network

who are connected exclusively to thekeelay nodes. The .
. . cpes during the placement phase. These keys are used to
remaining end users are served by a genie. Suppose at the S

request instance, theseisers request the fil&¥, to W;. Then, tehnecgslf\’/gre” Ohnaes'grgg &a?lgzli]lhgh?lté?nsmltted signals during
at the second request instance, they request theMiiles to yp '

W, and so on till the request instan¢®/s]. In order to

satisfy all users’ requests, the total transmission load from tAe Cache Placement Phase

server and the total memory inside the cut must satisfy We start by providing a scheme fM = 1 + fz(%—l) n

H(Wi. .. Wy p/s)) = SLD/SIF < [D/s|IRF + sMF+INF. @z andti,t, € (0,1,..K). Other values oM are

(16) achievable by memory sharing. First, the server encodes each
Therefore, we can get file using an MDS code to obtain the encoded symbéjse
[h]}. Then, the servers divides each encoded symbol into two

1 sM +IN IR . NF . G2 . F NF
R > T (S—W) . (17) parts,f; with size ik bits and f;;~ with size - - iR

. , bits. Second, the server placefsl, ¥n in the cache memory of
Similar to [8, Appendix B-A], the smallest number of relayrelay nodeT’;. Then, usek, with k € N'(T;), caches a random
nodes serving a set of users equals ta = min(x+r — 1, h). / /

fraction of L bits from f/', ¥n, which we denote by’"! . On
Therefore, by the cut set argument, we can get K no Y Mok

the other hand,f,’;’2 is divided into (K) disjoint pieces each
1 XM +uN L - 2/ L .
Ry > m X— . (18) of which is denoted byfjl’ , wheren is the file index, i.e.,

LD/X] n e [D], j is the index of the encoded symE)ngI,lebZ .. h, and

2) Lower bound on R Consider the cut that contains user N . . T DR .
) R 7 C [K],|7 | =t,. The size of each piece i5——~~"LF hits.

k only. AssumeD request instances such that at instanceser Xy
. . . X 1))
k requests the fil&V;. Then, we have the following constraintthe server allocates the piecélsg_’ vn in the cache memory
in order to satisfy the user’s requests of userk if k € N'(I;) and Indg3<(j, k) eT.
H(Wi,..,Wp) = DF < DrR, + MF. (19) In addition, the server generatb§t2’i1) independent keys.
E__NF
Therefore, we can get the following bound &% Each key is uniformly distributed with Ieng%h%F bits.
. )
R, > 1(1 . M) (20) We denote each key bWK, where j = 1 h, and 7x C
r D [K1,17k| = t2 + 1. Userk stores the keyK;_, ¥j € N (Uy),

Now, taking into account all possible cuts, we have thﬁheneverlnde_x(j,k) € Jk. Also, the server generates the

following theorem. random keysK/ each of Iength&‘)’i&%’)‘é bits, for j = 1, .., h
Theorem 2. The normalized transmission rates for< M + andl = 1,.., K. K{ will be cached by relay and userk with
rN < D are lower bounded by Index(j,k) = |. Therefore, the cache contents at the relay
R Zmax( - - l( sM+ IN)’ nodes and end users ar§ 1glvt?n by
lelr,.h} se(1,..min(D, (1))} | LD/s] V= {f,’, ’ Klj : Vn,l}, (24)
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{fi 11< KJ frjl 27 K/ Y Vj e N (Uy), the database files [28]. The same applies for the messages
transmitted by the relays. Thus, (23) is satisfied. ]

Index(j, k) e T, Tk, Index(j,k)zl}. (25)
C. Secure Delivery Rates

The accumulated number of bits cached by each relay is . . ,
umd . ! y v Denote the secure delivery rates in the first and second hop

given by with R} and R, respectively. Each relay node is responsible
Dl:“: KNF(K —t) _DNF+ NIA:K —NF =NF. for (t +1) transmissions, each of Iengiﬁ— thus the trans-
D+K-t D+K-t)K D+K-t .
’ 1 ( " 2 ! ! (26) mission rate in bits from the server to each relay node is
The accumulated of bits at each end user is given by .- (t2§1)| i2 R -t (F NE ) )
1m = = = - - - .
Dr(K Nt |+r(1< Difx |+Drt1|fi’1| r(K )If”l (%) (t2+1) D+K-t
R 2 5 n
(5) (5) K I; forwards( ) from its received signals to each connected

_ Drto|f2? +r(K —ty)| 1% . Drt,|f2!] . r(R —t)If5'l  end users. In addition, it transmits a message of 3 I:I’)‘;{
K K K K bits from its cached contents to each user, thus we have
_ F+t2(DK_ 1)F (tllztz)r(D—l)NF ~ MF, 27) (K—l) NF(R — 1))
(D+K-ty) RF = - 2y
thus satisfying the memory constraints on all caches. ( ) (D+K-t)K
NF NF(K —t;)
B. Coded Delivery Phase ( ) (r D+R —t1) * (D+K-t)K
At the beginning of the delivery phase, the demand vedtor F -1
is announced in the network. For each relay ndgeat each -7 ( B m) (31)

transmission instance, we considsr ¢ [K], where|S| =
to + 1. For eachS, the server sends to the relay ndde the

signal Theorem 3. The normalized transmission rates with secure
- t2)r(D I)N

Finally, we can express our results in following theorem.

; — 14 @1 (
ke D gumeanr @ o R
(kN (D)), Tndex(k)ES) {0,1,.,K} and Z < D , are upper bounded by
In total, the server transmits td@;, the signal X;q4 = K-t N , M-1
XS / d g RIS 2 (1— Ar ), RES—(I——)

Uscikrsi=n+11 X7 g1 r(t,+1) D+K -t r D-1

Then, T'; forwards the S|gnaIXS to userk whenever (32)
Index(j, k) € S. In addition, the relayl“j sendsf;' \ 4!, In addition, the convex envelope of these points is achievable
to userk encrypted by the ke such thatindex(j.k) =1, by memory sharing. (]
€., we haye ' _ For the special case of no caches at the relays,Nes,0,
Y.k = {K{ ea{ffi’kl \ le,klk}} U {xfd}, we obtain the following upper bound on the secure delivery

SCIR):|S|=+ 1 Index(j,k)eS rates.
(29) Corollary 2. The normalized transmlssmn rates with secure

First, user k can decrypt its received signals usinglelivery, for N= 0, M =1+ ( , and te {0,1,.,K}, are
the cached keys. Then, it can recover the piecepper bounded by
{ffz’kz(r ST C K]\ {Index(j,k)}} from the signals received R (1 M=
from [;, utilizing its cache’s contents. With its cached RS ( _ ﬁ)

| M-1
2 " _ | S —F— Rﬁs—(l——). (33)
contents, usek can recoverfjl’k . In addition, useik directly r (K% + 1) r D-1
i ) i ) . N L :
gets f;~ from its the signal transmitted by relay. Thus, |, aqdition, the convex envelope of these points is achievable
it can obtain fflk. Since, userk receives signals front by memory sharing. [
different relay nodes, it can obtain the encoded symbols

ffzk- ¥j € N(Ui), and is able to successfully reconstruct Itgemark 7. Under secure delivery, we place keys in the
requested fila, memories of both end user and relays, i.e., we divide the

cache between storing data and keys. Observe that the rate
Remark 6. In total, the server sends(rf(l) signals, each of of the second hop is the complement of the data caching
which is encrypted using a one-time pad that has length equgin of end user and is determined by M only. In addition,
to the length of each subfile ensuring prefect secrecy [28henever M> D, each user can cache the entire library and
Observing any of the transmitted signals without knowinpere is no need for caching keys a$ R R} = 0. On the

the encryption key will not reveal any information aboutther hand, the rate of the first hop Rs affected by both
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M and N. We achieve zero rate over the first hop whenewroice ensures that no user is able to obtain any information
M>D - %. m about the database files from its cache contents only which is
essential to satisfy the secure caching constraint. In particular,
V. COMBINATION NETWORKS WITH SECURE CACHING  we encode each of the symbdi4” using (K (5 )) secret
Next, we considesecure cachingi.e., an end user mustsharing scheme from [29], [30]. The resulting shares are
be able to recover its requested file, and musttbe able to denoted byS’ , wheren is the file index i.e.n € {1, .., N},
obtain any information about the remaining files, i.e.,for0 j is the |ndex of the encoded symbol, i.¢..= 1,.., h, and

. 7 C [K],|7| =t. Each share has size
max I (W_g i Y an 1] € N(Ur)) Zi) <6, (34)

Eon (%)
where W_g, = (W,,., Wy \{W,, }, i.e., the set of all files Fs = Kr 115_1 = [ bits. (37)
except the one requested by uger (z) - (,_1) r(K - t)( )

In our achievability, we utilize secret sharing schemes [2

to ensure that no user is able to obtain information abo
the files from its cached contents. The basic idea of tkl wheneverj € N(Uy) and Index(J k) € 7. Therefore, at

e end of cache placement phase, the contents of the cache
secret sharing schemes is to encode the secret in such a

that accessing a subset of shares does not suffice to reﬁ%ﬁnory at relay) and uselk are given by

the uncertainty about the secret. For instance, if the secret Vi={fi': vn}, (38)
is encoded into the scaling coefficient of a line equation, .

the knowledge of one point on the line does not reveal any Z« = {S,, : ke N(I}). Indexj.k) e 7, ¥n}.  (39)
information about the secret as there remain infinite number

of possibilities to describe the line. One can learn the secR¢mark 8. Each user stores q'K ') shares, thus the accu-

e server allocates the sharﬁ’s,r V¥n in the cache of user

only if two points on the line are provided. mulated number of bits stored in each cache memory is
In particular, we use a class of secret sharing scheme known R t ( Nr) D N
asnon-perfect secret sharing schemdsfined as follows. Dr (t _11) D) F_ At (1 Dr) F=ME.
- -t)(%- K-t
Definition 3. [29] [30] For a secret W with size F bits, an r(R t)(z )

(m n) non-perfect secret sharing scheme generates n shares, (40)
S, S, ..S,, such that accessing any m shares does not revezlkearly, the proposed scheme satisfies the cache capacity
any information about the file W, i.e., constraint at both relays and end users. Furthermore, from

I(W:$) =0, VSCI(S,S..ShISI<m  (35) (10 Wecangete "
Furthermore, W can be losslessly reconstructed from the n

shares, i.e., B. Coded Delivery Phase

D+M Nr*

HWIS, S, .., S,)=0. (36)

= At the beginning of the delivery phase, each user requests a
file from the server. First, we focus on the transmissions from
For large enouglff, an (m n) secret sharing scheme exist§pe gerver tol;. At each transmission instance, we consider
with shares of size equal teF— bits [29], [30]. S C [K], Where|S| =t + 1. For eachS, the server transmits

A. Cache Placement Phase the following signal tor;

Again, as a first step, the server divides each file into de = @ Sflk,s\[,ndex(,-,k)y (41)
equal-size subfiles. Then, it encodes them using lam) ( {(k:keN(T}), Index(j,k)eS}
maximum distance separable (MDS) code. We denoté;by |n total. the server transmits td;, the signal X, 4 =
the resulting encoded symbol wheneis the file index and Uscigyisi- z+1{x ). Then, T, forwards the S|gnal>(5 to

j=12..hForM= tD (1— Tr) andte{0, 1., K-1}, we yger k wheneverlndex(J k) € S. In addition, I Jsends
divide each encoded symbol into two part$ with size &£ directly fi to userk. Therefore, we have

bits and > with size £ - ME bits. The partg f}' : vn} W|II L '

be cached in the memory / of reldy and will not be cached Yiax = {f) '} U X740 (42)
by any user. SC[K:|S|=t+1,Index(j,k)eS

The parts to be cached by the end users are encoded usin . _
an (mn) non-perfect secret sharing scheme. We choose the Serk can recoverS), ;7 C [K]\{Index(j.k)}I7| =
parameters of the scheme as follows. Parameierthe total U} from the signals received frondi;, utilizing its cache’s
number of the resulting shares for each encoded symbol tentc. Adding .these shares to the ones in its cache, i.e.,
is chosen to ensure the ability of each end user to reconstragts With 1ndex(, k) € 7", userk can decode the encoded
its requested encoded symbol from iitshares by the end of symbolf’ 2 from its shares. Since, usérreceives signals
the delivery phase. Parametaris chosen to be the number offrom r d|1!ferent relay nodes, it obtains the encoded symbols
shares of each encoded symbol to be cached by the user. 'ITIjls ¥j € N(Ui), and can reconstrut,, .
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C. Secure Caching Rates

(W U1, Z0) + T(Wos L, Z1) + € (49)

Under secure caching requirement, we denote the first and STW, M| Y1,Z)) +€+6 (50)
second hop rates & andR;, respectively. Since, each relay <HM) +e+6 (51)
node is responsible f((rt’fl) transmissions, each of lengi, =rRSF +e+6. (52)
the transmission rate, in bits, from the server to each reIaX N )
node is (48) and (50) follow from the decodability and secure caching

0 v, Q vy constraints, respectively. I_3y taki_@andé arbitrary close to
REE = t(z+1) (1 - 3) F _ ( - T) F zero, we getR; > } Slmllar splrlted_results can be found
1 f(R - t)(,g_l) r(t+1) in [20] and [21] for multicast and device-to-device networks,
a =1 respectively.
_ K(D+M -rN) (1 _ M) = (43) VI. COMBINATION NETWORKS WITH SECURE CACHING
r((K+1)M+D—rN) D AND SECURE DELIVERY

&-1 ) Now, we investigate the network under the requirements
Then, each relay forwards', ) from these signals to each ofgygied in Sections IV and V, simultaneously. The achievabil-

its connected end users. In addition, each relay forwdgls jty scheme utilizes both one-time pads and secret sharing.
bits from its cache to each of these users, therefore
A. Cache Placement Phase

For M= 1 + E—’ft(l - D’TNA), andt € {0,1,.,K -1}, after
encoding each ﬁle using aﬁn,(r) MDS code, we divide each
NF

encoded symbol into two partsf{,’1 with size DIk bits and

£ with size £ — NI bits. Only I'; caches the partsf/! :
Theorem 4. The normalized rates with secure caching, fo¥n}- . N )
0<N<2 M=f2(1-4) andte(0,1,..K-1}, are upper  Each of the symbold;” is encoded using 4(’5_‘11)(15))
bounded by secret sharing scheme from [29], [30]. The resulting shares are
> denoted byS -, wheren is the file index i.e.n € {1,.., N},
K(D+M -rN Nr | o I T S Y
(D+ ) (1 - —) Ry < P (45) | is the index of the encoded symbol, i.¢..= 1,..,h, and

~

_nr
R;F:(K_l)tfi’i) NE_Te @
trR-n() b

Consequently, we have the following theorem.

R < 5
r ((K+1)|\/|+D—FN) 7 C [K],|7| = t. Each share has size
The convex envelope of these points is achievable by memory F _ NF t (1 — Nrﬁ)
sharing. n Fy= — DK DK/ _E pits. (53)

g encod ()-(5) r&=0(E)
Remark 9. Secret sharing encoding guarantees that no user
is able to reconstruct any file from its cache contents only, dhe server allocates the sha@is,r, vn in the cache of user
the cached shares are not sufficient to reveal any informati@wheneverj € N'(Uy) and IndeX(j,k) € 7.
about any file. In addition, the only new information in the Furthermore, the server genera 5’; independent keys.
received signals by any end user is the shares related to ftach key is uniformly distributed with lengtR, bits. We

requested file. Thus, (34) is satisfied. B denote each key b3Kj1<’ where j = 1,.,h, and 7x C
For the special case of no relay caches, we obtain tH&l7x| =t + 1. Userk stores the keyx/ , Vj € N (Uy),
following corollary. wheneverindex(j,k) € 7k. Also, the server generates the

. _ _ random keysk/ each of length2Z; bits, for j = 1,...h and
Corollary 3. The normalized rates with secure caching, fOf’ — 1. _R. which will be cache%”l;y relay and userk with

— _ tD 74
N=0,M= 1£<—z' and te{0, 1, .., K—1}, are upper bounded by Index(j, k) = 1.
? Therefore, at the end of cache placement phase, the contents
K(D+M) .1 . .
Rl € ————., R <-. (46) of the cache memory at relgyand userk are given by
r (R+1)M+D) r o
Vi={fL K] vnll, (54)

The convex envelope of these points is achievable by memory
sharing. ]

Zi = {s;;’,r, K7 K] vnvje N (Up),

Remark 10. R] is optimal, as it coincides with the cut-set
bound. |

Index(j, k Tk, Index(j, k) =14. 55
To see why Remark 10 holds, consider two request instances ndex(j. k) €7, 7. Index(j. k) } (55)

where user 1 requests the fildg and W, respectively. Let » 21

Z1 be the cached contents by user 1 afide the transmitted Rémark 11. In addition to the keys, each user stores(tﬁ_r_l)
signals by the connected relays to user 1 at request instafig'®S thus the accumulated number of bits stored in each
i. We have the following cache memory is

F = HW) = | (Woi 2.2, 2) + HOWOIY, 06, 2) (a7) DTt (-2%) o r()e(1-2%) e
|(Wo: 1, 25, 21) + € 48)  r(R-p(5)) rR-0() DK

IA
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Nr
_bt(l-5%) NI INF 2 ‘ ——
- r (K _ t) F+ll- D+ K F+ D+ K = MF. (56) 11 —-Our proposed scheme (Corollary 1),
e . 10 — Genie-aided cut-set lower bound (Theorem 2),| |
Thus, the scheme satisfies the memory constraints, and we _ _ e
. s «%- Lower bound under uncoded prefetching [11],
_ K(M-1)(D+K) - 9
T (D+R)(M+D-1)+rND" ol ——CM-CNC scheme [8],
7L -e-Routing scheme [3].

B. Coded Delivery Phase
The delivery phase begins with announcing the demar

Normalized rate

vector to all network nodes. Faof;, at each transmission aff
instance, we consider & ¢ [K], where|S| = t + 1. For st
eachs, the server transmits tb;, the following signal 2t x
XS =K/ D s . (57) T Rt bt
P S {(k:keN(T;), Index(j,k)eS) i S\[Index(j k) 0 % io ‘15 0 25 x40 - 45 50

M
i.e., the server transmits td’;, the signal X;q =

USg[I%]:lS\:HI{de}' Then, T; forwards the signal)(fd to Fig. 2: Lower and upper bounds fd¢ = 35, N =0, D=50, h=7

userk wheneverlndex(j, k) € S. In addition,T; sendsfi;k1 andr 3 o _

encrypted byK{ to userk such thatlndex(j, k) = |. After Ibn addition, thhe convex envelope of these points is achievable

decrypting the received signals, useget ffl’kl and can extract Y Memory sharng. .

the set of sharessfl ;T C K]\ {Index(j,K)}, 7| = t} For the case where there is no caches at the relays, we have
k>

from the signals received from;. These shares in additioncgroliary 4. Under secure delivery and secure caching re-
to the ones in its cache, i.eg, , with Index(j.k) € 7, quirements, for N= 0, M=£2 +1, and te {0, 1, .., K-1}, the

: .. K-t
allow userk to decodefjl’k2 from its (’f) shares. Since, usé&r transmission rates are upper bounded by

repeives signals from different relay nodes, it obtain{sfjk, e K(D +M-1) R < 1 62)
Vj € N(Uy)}, then decodegV,, . rS ((K DM -1+ D)’ <
C. Secure Caching and Secure Delivery Rates In addition, the convex envelope of these points is achievable

We refer to the first and second hop ratesRa$ and R¢, by memory sharing. "

respectively. Each relay node senfi§,) si nals, each of

Iength = t)r:us we havey éfgl) ¢ VII. NUMERICAL RESULTS AND DISCUSSION
(1 - r In this section, we discuss the insights gained from our study

RE = ( K ) ( B D+f<) K ( Nr ) = and demonstrate the performance of our proposed techniques.

' t+ 1) (R -1 (15_—11) “re+n D4R We focus on the achievable rates over the links of each hop

R 5 of communication.
R(IND+(D+R)(M+D-1)) (1 -2 F
— D+K ) (58)
r (rN D+ (D+R)[D+(M-1)(K+ 1)]) A. Achievable Rates over the First Hop

In the second hop, each relay node is responsible for forwardf19- 2 shows the comparison between the achievable nor-

ing (Kt—l) from its received signals to each of its connecte'a]al'zed rate of our proposed scheme in Corollary 1 (the

. " . CNE . special case with no caching at the relays), lower bound in
end users, in addition, it transml% bits from its cache, Theorem 2, lower bound under uncoded prefetching [11], the

thus coded multicasting and combination network coding (CM-
‘ R—1) t(1-2%) NE 1 CNC) scheme [8], and the routing scheme from [8]. We can

RYF = 2 > =-F. (39 see that our proposed scheme outperforms the ones in [8]
tlrR-y(*)) D+R T pTOPOBSa Sche P | -
=1 We remark that in this special case of no caching relays, the

Therefore, we can obtain the following theorem. lower bounds in subsection IlI-E1 reduce to the ones in [8].

. . Therefore, th d timali in [8, Th 4
Theorem 5. Under secure delivery and secure caching re; erefore, the same order optimality as in [ eorem 4]

- D+R £ _ D rN applies.
quirements, fol0 < N < ro M=1+ 22 (1-5%)and 0, Fig. 3, we plot the normalized rate for different relay
t € {0, 1,.., K-1}, the transmission rates are upper bounded by,

che sizes. It can be observed that the normalized rates are

R (rN D+(D+R)(M+D- 1)) (1 _ NrA) decreasing functions of the memory capacities gnd whenever
e . _ D+K7 " (60) M +rN =60, R =0, while R, = 0 if M > 60. This shows

r (fND+ (D +R)[D + (M- 1)(K + 1)]) how the cache memories at the relay nodes as well as the ones

at the end users can completely replace the main server during
61) the delivery phase. We note that the gap between lower and
upper bound decreases Bincreases.

Ry <

= | =
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--a--No secrecy
4.5

5

— Achievable R; when N = 72 | 1

101
— Lower bound when N =0,

——Secure delivery

—e—Secure caching

w
5

-6+ Secure caching and secure delivery

- - -Lower bound when N = 2

B

—Lower bound when N = 12, |

Normalized rate
Normalized transmission rate Ry

Fig. 3: Lower and upper bounds fé¢ = 35, D=60, h=7 andr=4.  Fig. 4: Rates over the first hop under different system requirements
for N =0, D=50, K=15, h=5 andr =3.

B. Optimality over the Second Hop required to reconstruct the requested file. Similarly, in the two

From the cut set bound in Theorem 2. we see that oifmaining scenarios, we know from the result in reference
achievable rate over the second hop is optimal. Thus, the td&] that the minimum number of bits required by each user
delivery load per relay is minimized. to be able to recover its requested fildmisand our achievable
For the network with no caches at the relays, it has begﬁhemes achieve this lower bound. Another observation is that
shown in [11] that the proposed schemes achieve lower ratiier secure caching requirement only (Section V), we do
over the first hop compared with the scheme in [10], i.er.‘,Ot need to use keys in order to ensure the secure caching
achieves lowerR, than our scheme in Section I, for therequirement, in contrast with the general schemes in references
case whereM = N/K. Additionally, it has been shown that[20] and [21]. This_ follows frpm the network structure, as
the schemes in [11] achieve the optimal rate under uncodB§ rel@y nodes unicast the signals to each of the end users.
prefetching forr = h — 1. Note that the scheme based Oﬁn particular, the received signals by uderare formed by
interference alignment in [11] for the case whéve= D/K combinations of the shares in its memory and "fresh” shares
achieves lower rates over the first hop, however the achieva_B]cethe requested file. Thus, at the end of communications,

K : K-1
rate during the second hop is not optimal. As an examdFehasr(z) shares of the file\,, , and 0”'3”( ) shares

t—1
consider the network wittD = K = 6, h = 4, r = 2 and of the remaining files, i.e., the secure caching requirement is
M = 1, the normalized optimal delivery load during the seconsftisfied, withput the need to encrypt. In addition, for the case
hop is & and it is achievable by our scheme. The schemihereM =0, i.e., no cache memory at the end users, secure
in [11, Section IV-B] achieves normalized delivery load of@ching is possible via routing, unlike the case in [20], where

5. On the other hand, in this example, the scheme in [1M must be at least.

Section I\-B] achievesR, = 3, while our scheme achievéls Remark 12. Corollaries 2-4 generalize our previous results
Therefore, the total normalized network load, ifeR+rKR;,  that were limited to resolvable networks [22], i.e., we show the

under the scheme in [11, Section IV-B]3, while our scheme achievability of the rates in [22] for any combination network.
achieves9. This example demonstrates to the importance of

]
ensuring the optimality over the second hop in order to reduce
the overall network load. VIIl. CONCLUSION

. . In this work, we have investigated the fundamental limits
C. Performance with Secrecy Requirements

two-hop cache-aided combination networks with caches at
In Figs. 4 and 5, we compare the achievable rates undee relays and the end users, with and without security

different secrecy scenarios. From these figures, we observe tieguirements. We have proposed a new coded caching scheme,
the cost of imposing secure deliveryriggligiblefor realistic by utilizing MDS coding and jointly optimizing the cache
system parameters. The gap between the achievable rateplatement and delivery phases. We have shown that whenever
the system without secrecy and the system with secure delivémg sum of the end user cache and the ones of its connected
vanishes asVl increases. Same observation holds for the gaglays is sufficient to store the database, then there is no
between the rates with secure caching and those with secaeed for the server transmission over the first hop. We have
caching and secure delivery. developed genie-aided cut-set lower bounds on the rates and
In addition, achievable rates over the second hop is optimshown order optimality for the first hop and optimality for the
i.e., achieves the cut set bound. In particular, under secwserond.
delivery, each user caches a fracti%q_‘—ll of each file, and We have next investigated combination networks with
the total data received by any end user under secure deliveaghing relays under secure delivery constraints, secure
equals (- "A’{—jll)F, which is the minimum number of bits caching constraints, as well as both secure delivery and secure
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